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Abstract—Automated decision-making and profiling are 
spreading rapidly through all the sectors of modern life, such 
as e-commerce, financial sector, marketing and transportation 
industry. The ever-increasing potentials of automated decision-
making processing, provided by new technologies (such as the 
upcoming 6G mobile networks), demand specialized data 
protection. The scope of this paper is the presentation of a 
taxonomy and commensurate regulatory proposals, which aim 
at pointing the effects of the data subject’s right of Article 22 
GDPR, especially with the advent of 6G networks in 
combination with AI. 
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I. INTRODUCTION  

Automated decision-making is achieved through 
algorithms or AI systems [1]. Artificial intelligence (AI) is 
the intelligence developed by humans and achieved as an 
artifact [2]. More specifically, the machines act like 
“intelligent agents”, which take actions according to 
algorithms and their environment with the support of 
software [3] [4]. The algorithm includes the procedures of 
calculation, data processing, evaluation and automated 
reasoning and decision-making. As a result, AI which 
includes machine learning, demands the production, 
collection and processing (e.g. profiling1) of large amounts 
of data (big data) [5]. The way an algorithm acts varies from 
fully automated to partly automated decisions [6]. GDPR do 
not permit the decisions based “solely on automated 
processing” [7].  

The continuously advent of AI will be supported by 
various new technologies such as the upcoming 6G (Sixth 

 
1  ‘profiling’ means any form of automated processing of personal data 

consisting of the use of personal data to evaluate certain personal aspects 
relating to a natural person, in particular to analyse or predict aspects 
concerning that natural person's performance at work, economic situation, 
health, personal preferences, interests, reliability, behaviour, location or 
movements [Refer GDPR Article 4 (4)]. 

generation of wireless cellular systems), in which it will be a 
key requirement to support AI applications from the core to 
the end devices [8]. This paper presents a taxonomy, which 
can be used to conduct an automated decision-making 
processing, preserving the data protection of data subjects 
located in EU and data subjects located outside EU as well, 
when the processing refers to the operations of a controller or 
a processor inside EU [7]. 

II. TAXONOMY OF AUTOMATED DECISION-MAKING 

PROCESSING 

A. First Stage-Anonymization 
Security measure of anonymization 2  could make it 

possible to avoid all the next stages under some 
circumstances, as it is presented in Figure 1. More 
specifically, the principles of GDPR do not apply to 
anonymous data, which are not related to an identified or 
identifiable natural person (Recital 26). It should be 
mentioned though, that anonymization is a continuous 
procedure, which follows the technology development, and 
must be reviewed and even revised regularly by data 
controllers, in order to avoid the identification of a natural 
person [9]. Moreover, in relation to datasets, which consist of 
linked personal and non-personal data, GDPR is applicable 
to all the data of these mixed datasets. Mixed datasets are 
definitely the most common condition, especially regarding 
Internet of Things and AI environments [10]. 

B. Second Stage-Data Subject’s Rights 
As in every data processing, the data subjects’ rights are 

the following [7]: 
1) Right to be informed (Article 13,14) 
2) Right of access (Article 15)  
3) Right to rectification (Article 16) 
4) Right to be forgotten (Article 17) 

 
2‘anonymization’ is a technique applied, according to the state of the art, to 
personal data, in order to convert them into non-personal data [11]. 
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Figure 1. Stages of conducting automated decision-making processing according to Article 22 

 
 

5) Right to restriction of processing (Article 18)  
6) Right to be notified regarding the rectification or 

erasure of personal data or processing restriction (Article 
19) 

7) Right to data portability (Article 20) 
8) Right to object (Article 21) 
9) Right not to be subject to an automated decision–

making processing (Αrticle 22), as presented seperately in 
more detail in bellow third stage. 

 

 
 

1) Adults 
In general, processing that includes automated decision-

making and has a legal or similarly significant effect,  

including profiling, is prohibited by GDPR, [12] and is 
allowed only in case of: 

a) data’s subject’s explicit consent,  
b) existence of a contract between the data subject 

and a data controller and 
c) support from Member State law or EU law [13]. 

Consent, regarding Article 22, should be explicit, 
informed (given information about the use of the data for 
automated decision-making), free, specific and unambiguous 
[14].  As for the condition of the existence of a contract, the 
automated decision-making should be also required during 
the pre-contractual procedures [12].The (c) condition, refers 
to the existence of a relevant national or EU law, which 
permits the automated decision-making processing (i.e. fraud 
and tax-evasion monitoring according to Recital 71). 
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2) Children 
The above (a), (b), (c) exceptions that allow automated 

decision-making, vary greatly when it comes to children, 
underlying Recital 713 of GDPR, shifting the attention to 
their special protection.  

According to WP29 4 , in order to process children’s’ 
personal data through automated decision-making the above 
(a),(b),(c) requirements should at the same time aiming at 
protecting the rights, freedoms and legitimate interests of the 
children [12]. It should be mentioned that regarding child’s 
consent, under the circumstances5 of Article 8 (1), there are 
two situations based on their age:  

a) 16 years and over and  

b) under 16 years of age.  

In the first condition, the consent of a minor 16 and over 
is sufficient, while in the second case parental consent or 
parental approval of minors consent is essential [15]. More 
specifically, national jurisdictions are allowed to set, as in 
the case of a Directive, the right age limit for mandatory 
parental consent or approval, with a general threshold the age 
of 13 [16]. 

3) Automated decision-making regarding sensitive 
personal data 

In case of automated decision-making processing of 
sensitive personal data6, it can be conducted under Article’s 
22 safeguards, those mentioned in Chapter II Section C in 
addition to one of the following situations:  

a) explicit consent of the data subject [Article 9 (2) (a)] 
or,  

b) necessary processing for reasons of substantial public 
interest, on the basis of Union or Member State law, which 
shall be proportionate to the aim pursued, respect the essence 
of the right to data protection and provide for suitable and 
specific measures to safeguard the fundamental rights and 
interests of the data subject [Article 9 (2) (g)]. 

At the same time, suitable measures must be enforced by 
controllers of the processing of personal data, in order to 
safeguard the data subject’s rights, freedoms and legitimate 
interests [12]. 

III. RECOMMENDATIONS FOR 6G STANDARDS AND 

SECURITY MEASURES 

This Chapter summarizes the standardization and 
regulation proposals for 6G networks, including the 
taxonomy presented in Figure 1, in order to draw attention to 
the crucial data protection factors. 

 
3 ‘…Such measure should not concern a child’ [Refer GDPR Recital 71]. 
4 Article 29 Working Party was an independent European advisory body on 
data protection and privacy, which was set up under of Directive 95/46/EC 
[12].  
5 ‘…in relation to the offer of information society services directly to a 
child’  [Refer GDPR Article 8]. 
6  “sensitive data” are the data reveal racial or ethnic origin, political 
opinions, religious or philosophical beliefs, trade union membership, 
genetic data and biometric data processed for the purpose of identifying a 
person and data concerning health, a person’s sex life or sexual orientation 

[Refer GDPR Article 9]. 

A. Anonymization of Personal Data 
It is of great importance to maintain the anonymity of 

data, as a security measure inside 6G environment, as it is 
mentioned in Chapter II Section A. Anonymization could in 
general allow every data processing, including automated-
decision making. 

 
The upcoming development and implementation of 6G 

networks, interacts mutually with AI. More specifically, 6G 
standardization, architecture and characteristics will be 
influenced by AI developments [8]. As a result, 
standardization and regulation of 6G privacy and security 
measures should contain concerns regarding lawful 
automated decision-making processing of data, as presented 
in Chapter II Section C. Accordingly, childrens’ data 
protection is highly important regarding AI inside 6G 
environment. Generally, children should be excluded from 
profiling as they are vulnerable [17] [12], and as a result 
more exposed to marketing methods. 

   

According to [18], 6G networks will focus on greater 
involvement with network than 5G. As a result, taking also 
into account AI development, the factors that can affect data 
protection and should be considered for 6G standardization 
are: time, space, use-case and the context of every personal 
data processing [18].  

More specifically, regarding time the key challenge is the 
compliance with the processing principle, which demands 
limited duration of the conservation of personal data 
regarding a specific processing (storage limitation). In 
relation to use-case and context, the attention should be 
shifted in purpose limitation and data minimization 
processing principles. In particular, the use-case of personal 
data should be specific, according to purpose limitation 
principle, demanding restriction on further data processing 
incompatible with the primary collection purpose [13]. In 
addition, data minimization principle should be implemented 
as well, by examining the context and the use-case of every 
processing inside 6G networks, in order to process only the 
necessary personal data. 

 
6G networks, apart from enabling many new 

applications, will bring highly precise positioning capability 
[19], achieving centimeter-level precision of location data 
[20]. As a result, real-time and accurate location data 
demand specialized data protection and security. 
Additionally, apart from the collection of location data by 
e.g. an app, efforts should be made in standardization level 
and by entities in order to prevent sharing location data with 
third parties (i.e. advertisers, other applications) [21]. 
 

IV. CONCLUSION 

This paper intends to provoke and point out a taxonomy 
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B. AI (Automated Decision-Making)

C. “Storage Limitation”, “Purpose Limitation” and “Data 
Minimization” Processing Principles

D. Location Privacy
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Figure 2. Privacy recommendations in the light of 6G networks 
 

about the main essential stages for a proper management of 
automated decision-making processing, according to the data 
subject’s right of Article 22 GDPR. In addition, taking into 
account the upcoming context of 6G networks and their 
interaction with AI, privacy proposals for 6G standardization 
are being pointed out. 

In particular, it is of great importance to mention the 
significance of the combination of the legal safeguards in the 
context of Article 22 and the distinction between children 
and adults upon the right not to be subject to automated 
processing. 

This paper illustrates the EU data protection pattern for 
the right, concerning automated decision–making processing, 
and shifts the attention to crucial privacy issues of 6G 
networks considering AI, aiming at supporting stakeholders, 
who operate or design automated processing of personal 
data. 
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