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suit a broader spectrum of students and the community at large.  The research group expects that the addition
of voice and  image  components  will improve  the  overall  communication process  between the  students  as
compared  to  the  plain  text  chat.  The  metrics  for  this  would  be  the  student  and  the  staff  feedback
questionnaires.
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Telemachus: A system for submission and assessment of students programs

 

Abstract

The  software tool called Telemachus  has been developed to  test  and  grade students’  programs.  Students
submit their programs via WWW and then the software compiles, tests and grades them and also generates
statistical results. The aim of Telemachus is not only to grade the students' programs but more importantly to
provide reliable performance data that could give  a reasonable gauge of student knowledge and in this way
contribute to teaching programming skills.
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1. Introduction

In an introductory programming course students write programs in order to develop programming skills. The
task  of  marking  the  solutions  students  produce  in  their  programming  assignments  is  laborious  and
error-prone. Thus, a number of researchers  have been investigating the  possibility of integrating technology
into Computer Science examinations. Among others, Mason and Woit [7, 8]  report their experiments from
on-line  programming  examinations;  Preston  and  Shackelford  [9]  describe  a  prototype  for  an  on-line
assessment  software  tool;  Jackson  and  Usher  [4]  developed  ASSYST  a  system  for  grading  student
programming exercises; Tinoco et all [11] develop QUIZIT a system for online evaluations in WWW-based
courseware;  Joy  and  Luck  developed  BOSS  [5]  a  system  for  submission and  assessment  of  students
programming assignments.

Most of these systems interested us, but were inappropriate to be used in our courses for two main reasons:
such a system must match exactly the requirements of the specific course on which it is intended for use and
furthermore, the system must ensure compatibility with the University databases so that electronic marksheets
can be  integrated into  the  broader  process  of  assessment  administration.  Thus  we  decided  to  develop  a
system called Telemachus handling not only submission, program testing and  marking students'  assignments
but  also  providing  reliable  performance  data  that  could  give  a  reasonable  gauge  of  student  knowledge

Our system consists of two components: the first and the simplest one provides the means by which a student
submits a program electronically for grading; the second  component, which is used by the tutor, directs the
assessment process. In the  subsequent sections of the paper, we present  the  capabilities of our system and
we show how technology can help the  teaching process. We will show that this electronic marker does  not
only help in the process of testing and grading programs but can also give data for further didactic research.
For  example,  using  students’  performance  data  we  can  detect  their  misconceptions  and  further  we  can
pinpoint any particular notion that students may not have grasped fully. 

 

2. Motivation

In the Department of Applied Informatics every year about 130 students are required to attend the CS1 and
CS2  courses.  These  compulsory courses  are  offered  during  the  first  and  the  second  semester  and  are
comprised of  a  two-hour  lecture and  a  two-hour  laboratory  session per  week.  In  the  laboratory session
students  solve  some  programming  exercises  with the  instruction of  a  tutor.  They are  given a  number of
programming exercises  as  homework,  whose solutions  they have  to  submit  in the  next  laboratory session.
Almost all the  exercises  are small or  medium sized programming problems  and  the average  number of the
programming assignments is 35-40 per course. 

Up until now (i.e. before Telemachus),  the following rudimentary examination procedure occurred. Since in
our department there was only one assistant (like in most Universities of our country, assistants are a rarity) it
was impossible to check manually all the students’ programs. Thus, what happened was that at the end of the
semester the tutor along with the assistant had to examine orally every student on a small number of programs
(about 5 in all) as it was humanly impossible to check the entire listings (over 5000). 

Obviously, this situation could not satisfy either our students or us and it was the weak point of both courses.
We admit  that  accurate  and  meaningful assessment  is  vitally important  for many reasons.  First,  it  provides
meaningful feedback  to  students  and  instructors;  quality assessment  informs  students  of their  mistakes and
successes  and  informs  instructors  of  student  knowledge.  Second,  it  establishes  confidence  in  the
measurement of student  performance;  without  accurate  assessment,  neither students  nor instructors have  a
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reasonable gauge  of student knowledge.  Third, it provides  instructors and  administrators with the  ability to
perform quality control;  collecting reliable performance data enables examination of the instructional process
for courses. Finally, accurate assessment makes new educational research opportunities possible; customized
courses, better use of class time, and student performance trend analysis are a few examples of possibilities
[9, 3].

Thus,  we  decided  to  develop  Telemachus,  a  system that  tests  and  grades  students'  programs  and  also
provides  reliable  performance  data  that  will  help  us  to  detect  potential  students’  misconceptions.

 

3. Description of the system

Telemachus consists of two main components: the one that students see and by which they submit programs
electronically and access the results via WWW; and the second one that a tutor views and by which he/she
can test and mark programs and obtain statistical results.

Students submit programs or access their results via WWW. Telemachus, in order to permit students’ access
to these operations, asks for their normal login name and password and then it permits access only to those
who are students of the Department and have to attend CS1 and CS2 courses.

The  second  component,  that  of the  tutor  view,  is  composed  of 6  main modules (see  figure 3):  Exercises,
Students, Options, Reports, Marker, New Semester.

 

3.1 The Module “Exercises”

We can  see,  in  figure  1,  the  form that  handles  the  exercises’  database.  We  have  added  until  now 200
programming exercises into the database. We have categorized them into different topics (worksheets): basic
statements,  operations  and  types,  selection structures,  repetition structures,  arrays,  strings,  records,  files,
pointers etc. Every year we choose a number of 35-40 exercises, among those included in the database, that
are different from those of the previous year.

At the top  of the form of figure 1,  we see the buttons,  which allow the  tutor to add/ delete/  edit or find  an
exercise. In the section below on the left, we see the worksheet’s number that the exercise refers to and the
total number of exercises in this particular topic. On the right, the tutor gives the data concerning an exercise,
such as: the exercise code (worksheet No, exercise No, Question No); the total number of data sets (input,
output data sets); if the exercise is included in the marking process. In the middle of the form, the tutor writes
the  exercise.  At  the  bottom  of  the  form,  the  tutor  gives  some  extra  settings  concerning  the  data  sets.

 

3.2 The Module “Students”

The system handles students’ database with a form similar to that of figure 1. The tutor can add/ delete/ find a
student and can edit some elements.

 

3.3 The Module “Options”
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Using the form of figure 2, the tutor sets the options that refer to the electronic marker. This form is divided
into 3  sections: the left  top section contains information about the  exercises that will be marked.  In the  top
right section the  tutor  can choose  the  compiler that  will be  used for compiling the  program and  by mouse
clicking the button “Compile Now” Telemachus starts the compilation process. The results of the compilation
process are recorded. The bottom section contains information about students.

 

Figure 1. Figure 2.

 

3.4 The Module “New Semester”

The form titled “New Semester” shown in figure 3, initializes students’ database  every new semester or for
each different course. Running this module, the tutor can add all students to the database by giving the  total
number of  students  who  attend  the  particular course  and  the  year  of their  enrollment  in  the  Department
(student’s IDs in the University’s database are  formed in this way). This module also creates new students’
directories and deletes students’ directories of the previous year. 

 

Figure 3.
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3.5 The Module “Marker”

The button “Marker”,  in figure 3,  runs  the  module  that checks  the  programs’ correctness.  The  executable
code of a student’s program (which was previously generated by module “Options”) is run against the sets of
test data. In the next step the module determines whether the program’s output is correct or not and marks
the program. The checking approach is to match the student’s output produced by every set of the test data
with the one produced previously by the system. 

 

3.6 The Module “Reports”

Button “Reports” (figure 3) produces 3 different types of electronic reports. i) An extended report for every
student, where he/she can see the following information: which programs were not successfully compiled; for
every set of test data which program produced a correct or an incorrect output. ii) A report for all students
with their grades. iii) A statistical report where the tutor can see for every exercise and every set of test data
the rate  of programs  that  were  correct  or  had errors  or were  unsuccessfully compiled or  did  not  gave  an
output due to an infinite loop.

“File”  menu  (figure  3,  main  form)  handles  the  produced  reports  (open,  print  a  report  etc).

 

4. Test Data Adequacy & Students’ Conceptions

As  we  have  already  mentioned  in  the  introduction,  not  only  does  Telemachus  help  the  tutor  in  grading
students’ performance but also in providing useful data concerning students conceptions. 

As  it  is  known,  many  errors  in  students’  programs  [1,  2,  10]  have  an  element  of  chance  and  are  thus
unpredictable. There are  some  errors,  however, which are  more systematic and  more persistent  and since
they are due to students’ misconceptions can be predicted. Students produce programs that are correct for
most of the cases  but when these programs are  tested for some data sets  they beget incorrect results since
students do not take into consideration all the cases. Telemachus validates students’ programs, running them
against a number of predefined data sets rather than against random data sets so as to detect logical errors.
We chose  adequate  data  sets  in  such a  way that  a  program with logical errors  will produce  an  incorrect
output or it will have an incorrect performance (infinite loop). Therefore, some data sets will cause students’
programs  to  give  incorrect  outputs  whereas  other  data  sets  will  cause  correct  outputs.  Of  course,  the
combination of incorrect and correct outputs does not guarantee the detection of a misconception; there are
other types  of errors  that might  be associated  with the same  combination of correct and  incorrect  outputs.
Nevertheless,  the  combinations  of  the  chosen  data  sets  give  valuable  insight  into  students’  conceptions.
Following, we give two examples in order to show the above. 

 

4.1 Example 1

The first example is a series of programs which deal with the binary search [6]. We present  3 programs. The
first is  correct  and the  other  two are  incorrect.  Table 1a  gives the  data sets  and  Table 1b  summarizes the
results. 
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No Elements Searching element
1 1 2 3 4 1
2 1 2 3 4 2
3 1 2 3 4 3
4 1 2 3 4 4
5 1 2 3 4 5

Table 1a.Data sets

  

Programs Results
start:=1; fin:=n; found:=false;
while ((not found) and (start <= fin)) do begin 

l:= (start+fin) div 2 ;
if matrix[l]=element then found:=true
else 
if matrix[l]<element then start:=l+1 else fin:=l-1 

end;
if found then writeln(l) else writeln('not found');

It  gives  correct  output  for  all
data sets

start:=1; fin:=n; found:=false;
while ((not found) and (start <= fin)) do begin 

l:= (start+fin) div 2 ; 
if matrix[l]=element then found:=true
else 
if matrix[l]<element then start:=l else fin:=l

end;
if found then writeln(l) else writeln('not found');

Infinity loop  for  data  set  No  4
and 5

start:=1; fin:=n; found:=false;
while ((not found) and (start <= fin)) do begin

l:= ((start+fin) div 2 );
if matrix[l]=element then found:=true else
if matrix[l]<element then start:=l else fin:=l;
if fin-start=1 then 

if matrix[start]=element then 
begin l:=start; found:=true end
else begin l:=fin; found:=true end

end;
if found then writeln(l) else writeln('not found');

Incorrect  answer  for  data  set
No 5

Table 1b. The programs and their performance
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The second program gives, according to our observations, the most common error students make, while the
third program shows the most usual modification that they make to the second program when students realize
that it is incorrect.

 

4.2 Example 2

The second  example  shows a  more trivial but  equally frequent  error  in students’  programs.  The  proposed
problem was  to  write  a  program  which erases  from a  string  any  leading  and  trailing  blank  characters.
Obviously  the  use  of  the  appropriate  repetition structure  gives  correct  output  and  vice  versa.  Table  2
summarizes the results given when the applied code is the following:

Readln(st);
repeat delete(st,1,1); until copy(st,1,1)<>#32;
repeat delete(st,length(st),1); until copy(st,length(st),1)<>#32;

Symbols used: S =any string without any leading and trailing blank characters, B= a string of blank characters

 

Given
String

Results

S Error: erases the first and the last character of S even though are not blank
characters

ÂS Error: Correctly erases the leading blanks B but also the last character of S
even though it is not blank

SÂ Error: Incorrectly erases the  first character of S even though it is  not blank
but correctly erases the trailing blank characters B

ÂSÂ Correct

Table 2.

 

5. Conclusions

Telemachus is very simple to use. Students use their normal email login names and passwords to log into the
system, submit their programs electronically and access their report. Submitting programs electronically helps
students save  time, otherwise they would  have  to  print their  programs,  which is a  time  consuming task. In
addition in  receiving  a  report  on  their  submitted  programs  it  gives  them feedback  on  their  mistakes  and
successes.

The help that Telemachus offers to the tutor is likewise invaluable. Besides the fact that the system saves the
tutor from the laborious task of checking and marking students’ programs manually, it also gives information
that a human might have  completely missed: it spots errors that could  be difficult to pinpoint from the  visual
examination of listings. Furthermore, students’ performance scores give the tutor the possibility to evaluate the
success of a course.  Finally, collecting reliable performance data over  a long period of time  the hypothesis
concerning students’ errors will empirically be confirmed.
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A Pattern Language for Architectures of Intelligent Tutors

 

Abstract. This paper introduces PLAIT, a specific  pattern language for architectures of intelligent tutors. A
pattern language is a structured collection of interrelated patterns in a specific domain. PLAIT is based on the
idea of using patterns  in the architectures of intelligent  tutors,  as well as on a number of patterns  that  have
been discovered in the existing architectures of intelligent tutoring systems.

 

1. Introduction

In software engineering, patterns are attempts to describe successful solutions to common software problems
[6]. Software patterns reflect common conceptual structures of these solutions, and can be applied over and
over again when analyzing, designing, and producing applications in a particular context. Each pattern has a
context in which it applies. When several related patterns are woven together, they form a pattern language.
Pattern languages cover  particular domains and  disciplines, such as  concurrency,  distribution, organizational
design,  business  and  electronic  commerce,  human  interface  design  and  many  more.

There are also patterns  in intelligent  tutoring systems  (ITSs).  Such patterns  are,  however,  mostly implicitly
present in ITSs. Patterns exist in architectures of ITSs, in the way learners learn from such systems, and in the
way ITSs convey domain knowledge to the learners. This paper describes explicitly some patterns that exist
in ITS architectures. The patterns described are all interrelated, and together represent  the core of PLAIT, a
Pattern Language for Architectures of Intelligent Tutors.
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