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Abstract. The need for constantly monitoring and measuring the level of quality in manufacturing 
industries led to the development and application of specific procedures, one of which was the Statistical 
Process Control (SPC) that mainly involved the construction and interpretation of control charts. 
Although the traditional methods have been proven to be efficient, advances in technology of generating 
and storing huge amount of data emerged the need of developing new techniques and tools capable of 
intelligent process and analysis in real time. Expert Systems and Neural Networks have been investigated 
and tested for their usefulness in SPC and more specifically in control chart pattern recognition. The Data 
Mining field has also attracted a lot of attention during the last decade since it involves techniques that 
assist in analyzing enormous amount of data. In this paper, we investigate the possible contribution of 
Data Mining techniques in control chart pattern recognition. We discuss the general issues of a Data 
Mining approach within the SPC context namely, the choice of representation, similarity measures and 
algorithms. Experiments were conducted on synthetic datasets taking into consideration many parameters 
such as noise, magnitude of deviations and presence of in-control data. Two different representations 
were selected for their different characteristics: Feature-based and SAX. Decision Trees were selected as 
the classification method to be applied for its simplicity and ability to produce understandable rules. The 
evaluation of the various approaches is based upon the classification accuracy rates. Results show that 
although the selected models are very simple, they can adequately classify different types of control chart 
patterns. Although, the trade-off between model complexity and accuracy rate is not investigated in this 
paper, results indicate that Data Mining may contribute significantly in control chart pattern recognition.  
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1. INTRODUCTION 
Statistical Process Control (SPC) consists the basic method of quality control not only in 
manufacturing industries but also in services. Contrary to the traditional methods of quality 
testing of the final product, SPC focuses in the whole process, from the raw materials to the 
final product. The main goals of SPC are: (a) monitoring (usually by sampling) the main 
parameters of the process, (b) detecting process deviation, and, (c) diagnosing and taking 
corrective action [15]. Although SPC was technically and theoretically developed in 1931 [21], 
it was adopted from the industries worldwide during the last two decades being one of the most 
effective tools in Total Quality Management (TQM) [4] [5]. 
Although there are several tools that should be utilized together, control chart is the most 
powerful tool in order to achieve SPC goals. The three fundamental uses of a control chart are: 
(a) reduction of process variability, (b) monitoring and surveillance of a process and (c) 
estimation of product or process parameters. Basically, a control chart is the graphical 
representation of a time series. An important (in quality context) variable of a process is being 
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measured continuously for a specific time interval and the corresponding measurements are 
being plotted in a diagram over time. The unique characteristic of a control chart is that at the 
same diagram a lower control limit (LCL) and an upper control limit (UCL) are being drawn. 
The calculation of these limits is based on statistical theory. As long as the points 
(measurements) fall randomly within these limits the process is said to be in statistical control. 
The variation is due only to chance causes (common causes). When one or more points fall 
beyond the control limits or the plotted points exhibit some non-random pattern of behavior, the 
process is said to be out of control. In this case, variation is due also to the presence of 
assignable causes (special causes). Western Electric [23] determined fifteen different patterns 
that may be encountered in practice. Some of them are shown in Figure 1. The traditional 
methods of SPC have been proven to be very effective in detecting out of control conditions, 
especially when one or more points fall beyond the control limits. Problems arise when non-
random (unnatural) patterns appear, since this involves the ability or experience of an operator 
to identify and classify them into the appropriate class of assignable causes. The SPC approach 
to this problem was the development of sensitizing rules (run rules or zone tests) in order to 
assist operators in identifying these patterns [18] [19]. However, the more rules are applied to a 
chart, the more complicated the decision process becomes and the number of false alarms may 
be increased resulting in a less effective SPC procedure. 
 

natural pattern cyclic pattern trend (upward) pattern 

shift (upward) pattern  mixture pattern systematic pattern 
Figure 1. Examples of Control Chart patterns 

 
Nevertheless, new technologies of collecting and storing data produce huge amount of data, 
emerging the need for a new generation of techniques and tools capable of intelligent process 
and analysis in real time.  
Artificial intelligence (AI) techniques have been widely investigated in order to assist in control 
chart pattern recognition (CCPR) and further automate the process control procedure. In 
particular, Expert Systems have been developed for the purpose of automating the interpretation 
and diagnosis of control chart information. The main advantages are the ease of development 
and transparent reasoning. Several Expert Systems have been proposed [6] [10] [22] that 
primarily perform the tasks of selecting, constructing and interpreting an appropriate control 
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chart, and diagnosing the possible assignable causes (if present). For interpretation and 
diagnosis, sensitizing rules are incorporated to these systems resulting into the problem of false 
alarms (misclassification) as stated above. Neural Networks (NN) have also been investigated 
within SPC context, mainly for the purpose of identifying unnatural patterns in control charts. A 
general overview is provided in next section. 
Finally, in the last decade, the Data Mining field has also attracted a lot of attention since it 
involves techniques that assist in analyzing enormous amount of data [7]. Time Series Data 
Mining (TSDM) is comprised by special purpose techniques that take into consideration the 
temporal nature of the data. Although one of the tasks of TSDM is classification and the control 
charts are constructed by time series, there is not much research in the possible contribution of 
TSDM to control chart pattern recognition.      
The rest of this paper is divided into four further sections. In Section 2 we provide a general 
overview of the AI literature related to Expert Systems and Neural Networks. Section 3 
describes the basic components of Time Series Data Mining methods. In Section 4, we present a 
TSDM approach in control chart pattern recognition. Section 5 describes the experiments that 
were performed and discusses the corresponding results. Finally, a conclusion is presented in 
Section 6. 

1.1.1 NEURAL NETWORKS AND SPC PATTERN RECOGNITION 
Neural networks have been applied to many applications in diverse areas such as science, 
business, manufacturing and biology. The main tasks that NNs can accomplish are classification 
(supervised and unsupervised) and prediction. These models mimic the operation of the neural 
connections in human brain by learning from data and developing an ability to generalize, 
similarly to the way humans learn from experience. An artificial neural network consists of a 
number of interconnected processing units called neurons, since the basic modeling is based on 
biological neurons. Neurons are organized into layers: input, hidden (one or more layers) and 
output. Each unit receives a number of input signals and combines them into a single output 
value by using an activation function. Each input signal is assigned a relative weight, and the 
weighed sum of these input signals constitute the effective input to the processing unit. From 
this result, an output value is calculated and is transferred to the output of the unit. Depending 
on the interconnection architecture, the output signal may be sent to other processing units as 
input signal. The network starts learning (adjusting the weights) by receiving training data with 
known outputs and by following a specific learning strategy.  
Since the problem of control chart pattern recognition can be assumed as a classification 
problem, NN technology has been investigated for its usefulness in improving automation in 
SPC systems. There has been a lot of research in control chart pattern recognition using neural 
networks [2], [11], [12]. Different models have been implemented and tested in the context of 
pattern recognition in SPC. The procedure of the construction of these models consists of 
common steps and decisions to be made, namely, the representation of input data, the selection 
of the architecture and topology of the network, the choice of the activation function, the 
learning and training strategies. These decisions often interrelate to each other. 
Within control chart pattern recognition context, there are many diverse approaches in 
representation of input data such as using raw data [20] or features extracting from data [17]. 
Several transformations also may be performed such as standardization, zoning, scaling and 
using continuous (as opposed to binary) representation [24]. The most frequently selected model 
is the Multi-Layer Perceptron feed forward fully connected network along with the back 
propagation rule and the sigmoid function. There are several training and testing strategies with 
respect to the window size under investigation, the size of the training dataset and the 
presentation order of the training patterns. The evaluation of the performance is mainly assessed 
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by the classification accuracy, the average run length (ARL), and, the Type I and II errors. An 
analytical review of Neural Networks in control chart pattern recognition can be found in [24] 

2. TIME SERIES DATA MINING 
The Data Mining (DM) field involves techniques and algorithms capable of efficiently 
extracting patterns from large databases that can potentially constitute knowledge. The primary 
goals of DM methods are the description of a particular dataset (often huge) and the prediction 
of future values of interest based on already known values from a database. According to 
Fayyad et al [7], the basic data mining tasks are: classification, regression, clustering, 
summarization, dependency modeling and change and deviation detection. Time Series Data 
Mining (TSDM) is a relatively new field that is comprised by DM methods adjusted in a way 
that they take into consideration the temporal nature of data. According to the research in this 
field, the main tasks of TSDM methods are: indexing, clustering, classification, novelty 
detection, motif discovery and rule discovery [13].  
Although some of these tasks are similar to the corresponding DM tasks, the temporal aspect 
arises some special issues to be considered and/or imposes some restrictions in the 
corresponding applications. First, in most of the above tasks, apparently, it is necessary to 
define a similarity measure between two time series. This issue is very important in TSDM 
since it involves a degree of subjectivity that might affect the final result. A lot of research was 
focused on defining different similarity measures in order to improve the performance of the 
corresponding methods. Although the most well-known measure is the Euclidean distance, 
many other measures have been proposed in the literature such as Dynamic Time Warping, 
Longest Common Subsequence measures with local scaling, and Longest Common 
Subsequence measures with global scaling to name a few. A thorough presentation and 
literature review of time series similarity measures can be found in [9].  
A second issue that arises in TSDM and interrelates to the selection of a similarity measure is 
the representation of a time series. Since the amount of data may range from a few megabytes to 
terabytes, an appropriate representation of the time series is necessary in order to manipulate 
and analyze it efficiently. One objective is to reduce dimensionality which is very high in time 
series and thus deal with the problem of the “dimensionality curse” that appears frequently 
within real world DM applications. Another objective is to take advantage of the specific 
characteristics of a representation that make specific methods applicable. As with similarity 
measures, there are a lot of proposed representations in the literature, including the Discrete 
Fourier Transform (DFT), the Discrete Wavelet Transform (DWT), the Piecewise Aggregate 
Approximation (PAA), the Adaptive Piecewise Constant Approximation (APCA) and the 
Singular Value Decomposition (SVD) [14]. Finally, there are several symbolic representations 
based on many different discretization techniques [3].  

3. A PROPOSED TSDM APPROACH 
The case of control chart pattern recognition can be considered as a time series classification 
problem. As it was mentioned before, one possibility of a process being out of control is when 
the plotted points exhibit some non-random pattern of behavior, specifically, one of the fifteen 
patterns determined in [23]. Thus, given a set of pre-defined classes (possible patterns), the goal 
is to assign a time series into the most appropriate class.  
A TSDM approach should involve the selection of (a) a representation scheme, (b) a similarity 
measure, and, (c) a data mining method for classification. These three decisions interrelate to 
each other and, thus, they should be considered concurrently. There are many proposed 
representation schemes and similarity measures in the literature, as it was stated in the previous 
section. Moreover, besides Neural Networks, there are many classification procedures available 

4 



18ο Εθνικό Συνέδριο ΕΕΕΕ 

such as tree models, linear discriminants, logistic discriminant analysis, nearest neighbor 
methods and the naïve Bayes model, to name a few. Although one of the main tasks of TSDM is 
classification, there is not much research in the possible contribution of TSDM to control chart 
pattern recognition. It is not our intension to investigate and compare all available classification 
procedures in this paper, but to indicate the potential usefulness of TSDM methods in SPC. 

4.1 Representation schemes  

Three cases are considered in this paper: avoid the application of any representation scheme, 
meaning that we implemented the proposed method on raw data, and apply two representation 
schemes, namely, SAX and Feature-Based (FB). Since we intended to apply a classification 
method on relatively short time series (length of 56), the first choice was adequately applicable 
and was made for comparison reasons. The other two choices were made based on the fact that 
they differ significantly in their approach. The first one is a symbolic representation that 
transforms the original data into a vector of discrete symbols where the transformed values are 
of ordinal level retaining the time aspect of the original data. Also, this is a relatively recent 
proposed representation scheme in the TSDM community [14]. The second one is based on the 
calculation of statistical measures and transforms the original data into a vector of real values 
where the transformed values do not retain the time aspect of the original data. 
Lin et al. proposed a representation of time series, called Symbolic Aggregate approXimation 
(SAX) that achieves dimensionality reduction and handles streaming data efficiently. The 
symbolic nature of the representation allows the application of methods and data structures 
appropriate for discrete data, such as Decision Trees. Last but not least, a similarity measure can 
be defined that lower bounds a distance measure defined on the original time series. This is an 
important property within Data Mining context since it allows dealing efficiently with huge 
amount of data [14]. The procedure that SAX method proposes is as follows. First, the time 
series are normalized to have a mean of zero and a standard deviation of one. Second, the time 
series are transformed further by applying a Piecewise Aggregate Approximation (PAA). The 
PAA technique divides a time series of length m into k consecutive windows of equal-width and 
calculates the corresponding mean for each one. The series of these means is the new 
representation of the original data. The user must define the value of the parameter k. Third, 
taking advantage of the fact that the transformed series follows the normal probability 
distribution, each element is mapped to a symbol using the properties of this distribution. The 
user must assign a value, in a second parameter α, which defines the alphabet size (number of 
symbols to be used). Then, the area under the normal curve is divided into α areas of equal size 
(meaning that the corresponding probabilities will be equal for each symbol) and each one of 
them is assigned to a symbol. Finally, an element of the series, which falls into an interval that 
corresponds to a specific area, is mapped to the area’s symbol.  
Nanopoulos et al. proposed the use of statistical features for time series classification, based on 
their employment in image processing. In their work [17], the original time series xt of length n 
was transformed to a series yt of length n-1 by using a user-defined value D and the following 
equation: 

yt = xt+D - xt, 1 ≤ t ≤ n – D    (1) 
As Nanopoulos et al. state, this series (yt), contains information about the shape of the original 
time series and also acts as a noise filter. The selected statistical features are the mean value, 
standard deviation, skewness and kurtosis for the original (xt) and the transformed (yt) time 
series. These are statistical measures, which attempt to describe a dataset with respect to the 
central tendency and dispersion of its values along with the shape of their distribution. 
Consequently, a time series is transformed to a vector of eight real values (statistical features of 
the original and the transformed series).  
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4.2 Similarity measures 

The similarity measure to be chosen is interrelated to both representation scheme and the 
classification method. In this paper, we have chosen a classification method that is decision tree-
based and not distance-based. Consequently, there is no consideration on the similarity measure 
to select. Nevertheless, in the case of applying a distance-based classification method, the SAX 
representation can be applied with a similarity measure that lower bounds a distance measure 
defined on the original time series, as it was mentioned in the previous section.   

4.3 A DM method for classification 

In this paper, we consider a specific example of a TSDM approach in control chart pattern 
recognition, chosen for its simplicity and its ability to generate understandable rules. By far, the 
most simple classification method is Decision Trees (DT) [16]. The generation of a DT is 
developed in two phases: tree construction and tree pruning. During the first phase, starting 
from the root node and proceeding in a top-down manner, the training examples are partitioned 
recursively based on selected attributes. An internal node is mapped to an attribute and denotes 
a test on this attribute, a branch is mapped to an outcome of the test and a leaf node is mapped 
to a class. During the second phase, the tree is pruned by removing branches that reflect noise or 
by removing subtrees in order to avoid redundant comparisons. 
The main advantages of DTs are their ability to produce understandable rules, their low 
computation requirements, and their ability to handle both continuous and categorical variables, 
although in the first case transformations are usually needed. Moreover, there is no need to 
determine a similarity measure and this results to a simpler procedure.  There are some 
disadvantages though. DTs may be quite large and since they are constructed from training data, 
overfitting is possible. Tree pruning usually overcomes these problems. The decision tree 
approach is to divide the search space into rectangular regions and classify an object based on 
the region into which it falls. This implies that it is not an appropriate approach for all 
classification problems and also that it ignores correlation among attributes.  

4. EXPERIMENTAL RESULTS 
The aim of this paper is to investigate the possibility that TSDM techniques can contribute to 
control chart pattern recognition rather than apply and compare all potential approaches from 
this field. In order to conduct experiments, six control chart patterns (the most common types 
encountered in practice) were selected: natural, cyclic, upward trend, downward trend, upward 
shift and downward shift. Two datasets were generated each consisting of 1800 time series of 
length 56 (300 from each one of the six patterns), by using the following equations: 

xt = µ + rt    (natural)  (2) 
xt = µ + rt + A sin(2πt/Ωt) (cyclic)   (3) 
xt = µ + rt ± bt   (trend)   (4) 
xt = µ + rt ± ps   (shift)   (5) 

where, 
xt: time series value  
µ: process mean (µ = 30 in this paper) 
σ: standard deviation when process is in-control (σ = 2 in this paper) 
rt: common cause variation, following a normal distribution with mean of zero and 

standard deviation in terms of  σ (0.1σ, 0.3σ and 0.5σ) 
A: cyclic amplitude in terms of σ (1σ ,2σ and 3σ) 
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Ω: period of cycle (Ω = 8 in this paper) 
b: trend slope in terms of σ (0.1σ , 0.2σ and 0.3σ) 
p: parameter that determines the shift position (p = 0 before shifting, p = 1 after shifting) 

while the shift position is set to be uniformly distributed between the 21st and 40th time 
points 

s: shift magnitude in terms of σ (1σ , 2σ and 3σ) 
The difference between the two datasets is in the presence of in-control data. In the first dataset, 
where in-control data is not included, the disturbance starts at the first time point for the cyclic 
and trend patterns, whereas in the second dataset, where in-control data is included, cyclic and 
trend patterns are generated by setting the starting time that the disturbance occurred uniformly 
distributed between the 21st and 40th time points. There is no clear-cut answer as to the most 
appropriate number of in-control data and the starting position of a disturbance [1]. The choice 
of the time series length is application-dependent. The process itself and the monitoring 
measurements affect the sampling frequency and, thus, the window size to be selected. In this 
paper, we considered time series of individual measurements and the length was determined to 
be 56. One reason is that it is a rational choice for applications where the frequency of sampling 
is high (e.g., every one second). Another reason is that it facilitates the specific experiments 
where we have included in-control data. The above parameters were selected to ensure that the 
majority of the generated patterns fluctuated within ±3σ, since the identification of a deviation 
beyond these limits can be easily identified as out of control incidence [8].  
In the previous section, two different representation schemes were selected for the classification 
task. The SAX scheme has two parameters: the length of the transformed series (k) and the 
alphabet size (α). In our experiments k was set equal to 8 in order to achieve the same 
dimensionality reduction with the feature-based (FB) representation scheme, and α was set 
equal to 6, 8 and 10 resulting into three different representations. The FB scheme has one 
parameter D, which was set equal to one. Moreover, Decision Trees have been chosen as the 
Data Mining classification method to be applied. Three of the most popular algorithms have 
been applied in both datasets: CHAID (Chi-squared Automatic Interaction Detector), CRT (a 
version of the Classification and Regression Trees algorithm) and QUEST. The aim of these 
experiments was to compare the performance of various classification algorithms using different 
representations rather than determine the optimal performance. SPSS 13.0 was utilized in order 
to perform these experiments and its defaults were selected. Specifically, the maximum number 
of levels in the tree below the root node was set to 3 for CHAID and 5 for CRT and QUEST, 
while the minimum number of examples was set to 100 in the parent node and 50 in the child 
node. The corresponding trees were pruned with the maximum difference in risk to be of one 
standard error. These growth limits criteria and the pruning procedure aim at constructing 
simpler trees, consequently simpler rules, and dealing with the problem of overfitting. The 
evaluation measure is the classification accuracy for the testing dataset. The validation is based 
on randomly splitting (approximately in half) the dataset into training and testing samples. Each 
algorithm was repeated ten times and the corresponding values of mean and standard deviation 
were calculated for classification accuracy.  
The results of the experiments are presented at Table 1. One important observation is that the 
classification rates are (in all cases except CRT with raw data and CRT with feature-based 
representation) lower than 90%, while the corresponding rates in the literature are above 90%. 
This is due to the strict criteria we used for the growth of the tree, as it was described earlier. 
These experiments resulted in fairly simple trees since the number of nodes was ranging from 5 
to 15, the number of leaf nodes from 4 to 10 (the maximum depth ranges from 3 to 5 by 
default). Obviously, the number of leaf nodes and the depth of the tree determine the number of 
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the rules that will be generated and their complexity. Our aim was not to investigate the trade-
off between accuracy and complexity of the generated trees. 
 

  Without in-control data (A) With in-control data (B) 
Representation Algorithm Mean St. Deviation Mean St. Deviation 
RAW CHAID 78.90 5.09 66.20 1.70 
 CRT 95.75 0.49 75.23 2.48 
 QUEST 84.62 18.93 62.88 8.60 
SAX (α=6) CHAID 78.00 2.83 69.07 1.30 
 CRT 81.18 2.17 65.72 0.99 
 QUEST 54.87 2.31 48.40 0.86 
SAX (α=8) CHAID 80.51 2.32 70.62 1.60 
 CRT 84.81 1.60 73.22 0.82 
 QUEST 62.94 9.93 68.90 6.31 
SAX (α=10) CHAID 86.26 2.22 76.24 1.34 
 CRT 88.06 0.77 75.63 1.76 
 QUEST 52.67 3.57 68.53 7.78 
FB CHAID 80.64 2.34 64.59 0.93 
 CRT 99.90 0.08 88.54 0.74 
 QUEST 77.85 13.63 69.42 10.87 

Table 1. Accuracy rates  
 
By far, the most accurate results were obtained with the FB representation and the CRT 
algorithm on both datasets A (99.9%) and B (88.54%). As it was expected, accuracy rates for 
datasets with in-control data not included were higher than those for datasets with in-control 
data included except from the case where SAX (α=8) and SAX (α=10) with QUEST algorithm 
were applied. The QUEST algorithm shows a noticeable instability in results within each 
experiment having a standard deviation that reaches 18.93 units, when in all other cases the 
corresponding standard deviations are smaller than 3 units. Moreover, it gives the “worst” 
results in most of the cases. One exception is when feature-based representation is applied on 
dataset B (69.42%), but still it is far behind the best outcome (88.54%). A second exception is 
when QUEST is applied on raw data of A (84.62%). In both datasets, CRT performs 
considerably better than CHAID with either raw data or feature-based representation, but the 
results are comparable when SAX representation is used. Both of these two algorithms show an 
improving performance with SAX representations as the alphabet size increases from 6 to 10 by 
approximately 10% in both datasets. The decision trees generated from raw data provide 
comparable accuracy rates with the trees generated by transformed data. The role representation 
schemes play in classification within SPC context will be further investigated in future work. 
Focusing on SAX (α=10) and FB representations with CHAID and CRT algorithms, some 
interesting observations were made based on the analytical tables of classification rates from 
each experiment (these tables are not presented here). On the one hand, FB representation is 
almost perfect when applied with CRT, but problems appear when applied with CHAID. First, 
shift patterns are misclassified mainly as trends and secondary as natural or cyclic patterns. The 
classification rate for shift patterns (upward and downward) ranges from 44% to 98%. Similar 
problems appear in distinguishing natural from cyclic patterns. When in-control data is present, 
the major problem is in identifying cyclic patterns, since the accuracy rate ranges from 0% to 
17%. CRT shows a little difficulty with distinguishing shifts from trends. On the other hand, the 
SAX (α=10) representation seems to have a major problem in distinguishing natural from cyclic 
patterns. In particular, the classification accuracy for natural patterns ranges from 19% to 70% 
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when CHAID algorithm applied, whereas, the corresponding range for CRT algorithm is from 
36% to 47%. Even worse results are obtained in the presence of in-control data for both 
algorithms: 0%-67% for CHAID and 0%-30% for CRT.  
As mentioned above, the accuracy rates reported are affected by the desired complexity of the 
generated decision trees and, thus, they cannot be compared with other experiments in the 
literature. In addition to that, these results have not been statistically validated. Nevertheless, 
they provide some indications of the possible strengths and weaknesses of the various 
representation schemes and algorithms. Finally, these results indicate that Time Series Data 
Mining approaches may be comparable with other approaches such Neural Networks.   

5. CONCLUSION 
In this paper, the possible contribution of Time Series Data Mining in control chart pattern 
recognition has been investigated. We approached this problem by selecting fairly simple 
options, among a wealth of TSDM representations, similarity measures and data mining 
methods. Feature-based and Symbolic Aggregate approXimation representations, although 
different to each other, are both easy to be implemented. Moreover, in conjunction with 
Decision Trees for the classification task, they can produce understandable rules that may 
facilitate the procedure of interpreting control charts and taking a corrective action as fast as 
possible. The experiments were performed on synthetically generated datasets, taking into 
account many different parameters such as noise, magnitude of deviations and presence of in-
control data. The evaluation was based on the classification accuracy rates and comparisons 
were made among three different algorithms (CHAID, CRT and QUEST) and between two 
different datasets (with and without in-control data present in training and testing examples).  
Results showed that although the generated models were simple the accuracy rates were 
adequately high, especially when feature-based representation was implemented and CRT 
algorithm was utilized for classification. SAX representation performed significantly better 
when the alphabet size was ten. Future work will focus on two areas. First, we will conduct 
more experiments with respect to different representations, data mining methods and evaluation 
criteria (e.g., ARL type of indices). Second, we will take into account more real-life parameters 
relevant to Statistical Process Control in order to adjust and consolidate an appropriate TSDM 
approach. 
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