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On Implementing Social Community Clouds Based
on Markov Models

Stavros Souravlas, Member, IEEE, and Sofia Anastasiadou

Abstract—Social networks reflect, to a wide extent, the real
world relationships that allow users to connect and share infor-
mation. The number of people that interact in social networks
keeps increasing and the devices used are equipped with more and
more computational capacities. This gives rise to the formulation
of social clouds, which refer to resource sharing infrastructures
that enable friends to share their resources within the social
network. As the modern applications become more and more
sophisticated, users should be able to share their own services
and computing resources through social networks. This poses
many challenges for the design options of a computing system
composed of a set of trusted friends. The spotlight turns on the
design of a proper trust model which considers the suitability
of the trusted users to execute an application’s tasks and on
the fair distribution of these tasks among these users. Therefore,
social networks and their trust-based applications in a distributed
environment have seen an increasing attention in the research
community. In this regard, we present a social community cloud
implementation model, where friendly relationships determine
the resource provisioning. The issues of fairness and alloca-
tion time are of great importance and they are thoroughly
investigated. We use extensive simulations to illustrate that the
communities can be employed to construct cloud infrastructures,
such that, the shared resources can be utilized in a fair and
efficient manner. Our experiments have shown that our model
achieves higher allocation rate (percentage of tasks successfully
allocated and completed) than competitive models and reduces
the average response time and the total execution time. Finally,
our work does not over-utilize the resources.

Index Terms—Social Clouds, Social Networks, Cloud Comput-
ing, Resource Allocation

I. INTRODUCTION

Cloud computing is a very popular internet-based technol-
ogy, which provides resource and computing services to users
with different needs [1]. Nowadays, the number of people
who interact on social networks increases, while these users
are equiped with higher computer capabilities. In this regard,
there is a good potential of setting up a resource sharing
network which enables users to share their resources within the
community. This is the concept of a ”social cloud”. Apart from
resource sharing, social clouds are important because they
enhance cooperation among multiple users and they provide
a means of making available additional capacity to friends
and the capability of executing heavier applications. Finally,
a community cloud can execute internal tasks (within the
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community) as well as external tasks (in cooperation with
other communities). To make the importance of social clouds
more clear, we note that ”if only 0.5% of Facebook users
provided CPU time on their personal compute resources the
potential computational power available would be comparable
to a www.top500.org supercomputer” [2]. Community clouds
have a number of applications. For example: (1) Technical
forums, which are a common place for professionals to ask
questions, discuss a problem, and get suggestions or solutions
for a problem of their interest. All the data is placed in the
cloud, for future reference and use, and (2) Mobile applica-
tions: Many mobile users have difficulties in maintaining the
phone memory to accommodate the data gathered from all
the applications. The cloud memory is a solution. Also, com-
munity clouds have can be used in education and healthcare
sectors.

Social networking has become more than an everyday need
for a huge number of people. Every day, vast data amounts
are generated by the famous social networks such as Face-
book, Twitter, Instagram, and so on. For example, Facebook
alone generates 4 petabytes of data per day. The study of
communities has received considerable attention a long time
ago and it is one of the most important research topics in social
networking. Usually, graphs are used to show the connections
among individuals who are related as colleagues, friends and
so on. The rapid growth of cloud computing and the extensive
use of social networks have given rise to the exploration of
new means of interaction between users, in order to benefit
from these infrastructures.

Given some information (like sharing of interests such as
music, sports or politics), clusters called communities can
be detected. The detection of such communities has been
widely investigated with a number approaches ranging from
data structure to machine learning based approaches [3].
A community can be thought of as a structure of nodes
(users) connected by edges. This connection represents the
trust relationship. The trust is used as the basis for resource
sharing in the community cloud. In a community cloud, a
large number of computing devices like personal computers
or mobile phones use the available resources to complete any
processing, storage, or other type of task. In other words,
the community cloud is an infrastructure that extends the
computing and storage capabilities by resources contributed
by users among a group of friends. The model is similar
to a volunteer computing approach, where friends share their
resources for some or no gain through the inherited friendship
and trust relationships [4].

There are many challenges in the construction of a social
cloud: (1) Technical challenges: Technically, to enable re-
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source sharing, the social community cloud needs to have the
proper mechanisms to handle the non-static IP addresses of
the mobile users and ensure of the best quality of service. (2)
Shared policies and protocols: A community cloud requires
the specification of certain policies regarding the building, the
operation, and the maintenance of the entire system. These
policies include: (i) Access policies which are tailored to the
requirements of every interested part, (ii) Resource aggregation
and allocation policies, which clearly define how the resources
are aggregated, how and when they are allocated and what hap-
pens when members disconnect or withdraw, and (iii) Security
policies which guarantee security (like protecting the shared
resources and the running applications from malicious attacks).
(3) Design of a trust model: To utilize social structures for
resource sharing, first the identification of trusted users is
required. This relies on everyday social network data, which
is retrieved from each user’s everyday transactions within
the community. Moreover, an efficient community detection
scheme is required in order to define the set of trusted users
that will share their resources. Apart from defining these users,
their computing capabilities must be known so that the social
cloud can be aware if they are suitable to execute tasks of
an application. In turn, this necessitates a fast and efficient
procedure, which selects the proper users whose resources
are going to be shared. (4) Fairness: The tasks should be
fairly assigned to the selected users. This is important, in
order to utilize resources of different capabilities (for example,
CPU power, memory, etc) in an efficient manner, so that
the execution is as fast as possible. Also, there is another
important issue regarding fairness: the allocation of resources
for monetary exchange. In this case, the resources are sold to
the interested part and in this case, the need for fairness grows
even bigger. In such a competing environment, the social cloud
users need to assign values to their resources and also to
declare which tasks they are willing (or able) to perform. The
implementation of economic models in this regard is of high
importance, but it is not part of this work.

In this work, we consider the last two challenges (apart
from monetary issues) and we show how resources can be
shared once communities have been formed. For each user
within a community, there is a set of trusted friends which,
based on their computing capabilities, are employed by the
user to execute a set of tasks. We implement a distributed cloud
framework based on community resources and we show how
these resources can be allocated fairly to execute the user tasks.
This approach has been used in numerous research papers and
has a number of advantages: (1) it facilitates the access to a
number of services by enhancing their visibility to users, (2)
the resource selection process can remain localized (within
the borders of a community), (3) it improves the QoS and user
management, and (4) the overall system relies on existing trust
relationships that have already been formed.

The basic components of a social community cloud are
shown in Fig. 1: The monitor us a system that keeps all the
information regarding the community users, they resources
they can donate, the required resources, their preferences,
friend and trust information, their availability and current
resource allocations. The trust evaluation and management-

TEM is a control system, which is necessary to guarantee that
the resource allocation is reliable and trustworthy and thus, it
determines which community users can interact. The service
discovery and matching mechanism refers to the system that is
responsible to aggregate the shared resources and implement
a strategy for their proper and fair allocation.

Our proposed resource allocation strategy employs a queu-
ing network model and each node is modeled as a single
queue where the assigned tasks are inserted and wait for
their execution. A task can enter the queue provided that
the corresponding device satisfy the requirements defined by
the requester. Such requirements can include, CP (computing
power in MIPS), RAM capacity, type and location of device
and availability. We divide the time into time slots and perform
the allocation during each slot. We can assume that during
this short time the network the number of requested tasks
remains fixed, that is, our community behaves like a closed
network. The main contributions of our work are summarized
as follows:

1. We provide a distributed framework for task execution
within a community or among different communities. The
framework consists of a candidate selection procedure a
fair resource allocation policy.

2. The proposed candidate selection policy is linear in terms
of time as it is based on a community detection scheme
which has logarithmic running time (based on threaded
binary tree structures).

3. We provide a fair, envy-free resource allocation policy
within the community. This model is based on Markovian
system modeling and its computations are proven to be
linear.

4. From contributions (2) and (3), it is clear that the model
is easy to apply and it is computationally efficient with
linear complexity.

5. We conduct extensive simulations under different scenar-
ios to evaluate the proposed resource allocation policy.
The results have shown that the proposed scheme outper-
forms competitive strategies in terms of allocation rate,
average response time and total execution time without
over-utilizing the resources.

The remaining of this work is organized as follows: In
Section 2, we describe the related work. Section 3 defines the
problem to be solved. In Section 4 we present our resource
allocation policy within the community and we prove that it
guarantees fairness and high utilization. Section 5 presents a
variety of simulation scenarios. Section 6 concludes this paper
and discusses issues that need to be further investigated in the
future.

II. RELATED WORK

Volunteer computing is a distributed computing model, in
which users donate their computing resources to specific user
applications [4]. For a social community cloud, some level of
accountability and reliability is required. In some models [5],
there is a credit system in which the contributors earn credits
when contributing their resources. Also, community users that
borrow resources need to spend their credits. The aforemen-
tioned limitations can be overcome by employing the concept
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Fig. 1. The system model.

of friendship or trust among community members. In such
a context, the computing services are offered by trustworthy
users, taking advantage of pre-existing trust relationships [6].

A lot of papers devoted on social community clouds have
focused individually on trust management [7]–[12]. These
strategies can be classified in many categories based on the
strategy being used [13], [14]. The objective TEM strategies
are based on the QoS properties of each machine [15], while in
subjective TEM strategies, the criterion is the individual opin-
ions of the community members [16], [17]. The context based
models are based on object behavior and use techniques like
crediting, in order to evaluate the trust among users. Users that
provide good services are highly credited [18]. The composite
models combine friend opinions and recommendations, social
contact and common interests within the community to define
trust [9], [10], [19]. The direct trust models are based on the
direct experience of a user with the neighbors [20], while the
indirect trust models are based on indirect recommendations
and reputation, from other users experience. Usually, both
direct and direct factors are taken into account [21], [22] to
develop more concise TEM models. The aforementioned trust
models can also be characterized as dynamic, in the sense that
the trust values do change over time, when the community
configuration and conditions also change. An exception is [10],
which is an example of a static model. The main disadvantages
of these problems is that the selection of machines to perform
the tasks is based merely on trust while their complexity is
rather high [13].

A number of papers has been devoted to cooperative strate-
gies (mobile crowdsensing), where users which have been
assigned a complex task need to cooperate and communicate
in order to accomplish it [23]–[28]. Such tasks may require
specific amount of users, with specific machine characteristics.
The user selection and the task allocation is an important and
challenging problem for crowdsensing and affects the quality
of the services offered. The majority of the aforementioned
strategies focus on a tradeoff between quality and cost and
they try to find the appropriate users that will cooperate

to accomplish the task ( [23] is an exception). However,
the issue of trust is not taken into account, although it is
obvious that such a cooperation would produce better results
if the recruited users have direct social relationships. In this
regard, the selected group of users provides no guarantee of
quality of service. Moreover, these schemes do not take into
account the task allocation problem in a large-scale scenario.
A a few exceptions are [28]–[30] however, explicit fairness
mechanisms are still missing.

Efficient allocation mechanisms can be constructed by em-
ploying community detection: in [31] the authors investigate
community detection algorithms for social networks. The
objective is to organize and gather the devices available in
communities that share mutual interests and characteristics.
In [32], a framework that detects different communities of
devices is proposed, and trustworthy peers with social relations
are identified. Then a machine learning algorithm is used to
predict the total time needed to process the requested tasks, by
candidates of the same community. The study in [33] proposed
an automated framework to handle mobile crowdsourcing
requests within a large-scale network. The network is split into
multiple virtual communities using the social relations. Both
overlapping and non-overlapping communities are detected.
Then, a natural language process (NLP)-based approach is
executed to capture the information from the textual request
to match the with communities, so that a list of candidate
devices is found to execute the tasks. A simple algorithm for
resource/service discovery within communities is presented in
[34]: Two key ideas are combined, i) Detection of communities
among established networks and ii) intra-community and inter-
community service search algorithms for efficient service
discovery among communities. This work also introduced the
idea of locality similarity based on the objects position. Wu
et al. [35] addressed the case where some exemplar nodes are
provided in advance and the set of interested communities is
mined for some specific task services.

This work presents a resource allocation strategy for so-
cial community clouds. We employ the community detection
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Fig. 2. Example of tasks within communities.

paradigm [36] to guarantee trust and social relationships
among the recruited users.

There are plenty of community detection schemes in the
literature and the detailed presentation of them is beyond our
purposes here. Generally, they can be categorized into three
major groups: (1) Top-down graph approaches: they divide
the overall network into small group [37], [38], (2) Bottom-
up graph approaches: They start from local structures and
expand to the overall network [39], [40], (3) Machine Learn-
ing Schemes: This is the more recent trend in community
detection, which use machine and deep learning strategies
[41].

III. PROBLEM OVERVIEW AND DEFINITIONS

Let G = (V,E) be a weighted, undirected graph, where V
is the set of nodes and G is the set of edges. The nodes
represent the users and the edges represent the relationships
between them. The community detection paradigm is used to
define communities of related users. Let us consider a set of
such communities Ci, as shown in Fig.2. Each community
contains a number of users (nodes) ui, which can be connected
directly or indirectly via a small number of hops, to indicate
a social relationship among them. The social relationship is a
sign of trust among the community members. The weight of
each edge is used to describe the strength of this relationship.
More specifically, the similarity wi,j between users ui and
uj is defined as the weight of the edge that connects i and
j and lies in the interval [0, . . . , 1]. It is important to point
out the existence of signed networks, where the weight values
can be positive or negative, indicating a positive or negative
relationship. In this paper, we do not consider signed networks
but only positive relationships. The community users can be
considered as candidates to provide for resources for task
execution.

Within the system, there are two types of tasks that can be
executed: [6], [23]:

• Internal tasks: The tasks that can be completed solely
within a community. For such tasks, the resources are
donated by the community members.

• External tasks: The tasks that require collaboration
among members of different communities.

Each task T is divided to a set of N activities or subtasks
(like execution, or data storage), that is t = {t1, t2, . . . , tN}.
Each community is equipped with a monitor, which is re-
sponsible to maintain important information regarding each
requested task and the community itself (like subtasks, com-
puting requirements, similarities among users and processing
capabilities of each user). Also, based on the current infor-
mation, it is responsible to select the nodes that will execute
each task, using a fair policy that will be described later in
this work.

In the example of Fig.2, there are 7 subtasks, t1, . . . , t7,
which have been submitted from user u14 (the one within
the red frame) and 3 communities, C1, C2, and C3. The
communities have been defined using a community detection
strategy. Based on the information regarding the computing
requirements of each task as well as the computing capabilities
of each node, the monitor system has determined which
community can serve each subtask. In our example, t1 and
t2 can be completed by communities C1, and C3, while task
t3 can be covered only by the members of C3. Task t4 can
be covered by the members of C1 and C2. Finally, subtasks
t5, . . . , t7 can be covered solely in communities C2 and C1,
respectively. In this regard, t3, t5, . . . , t7 are internal subtasks,
while t1, t2, and t4 are external subtasks.

The social relationship guarantees good cooperation, when
users are assigned subtasks of the same task, which they have
to accomplish. This approach suggests that, when the users are
connected either directly or indirectly, the social cost (which is
discussed later in this section) of task assignment is reduced.
Also, the quality of task service is improved [6], [23].

Based on the problem overview, we need to make a number
of definitions.

Definition 1: A task T consists of a set of smaller subtasks
tn, n = 1, . . . , N . The following rules apply:

• Each subtask ti is completed by a user that has the
sufficient resources or by multiple cooperative users, if
this is required. In the second case, the subtask is broken
into smaller pieces that we call processes.

• The task T is submitted when there are related users with
adequate computing capabilities to run all the subtasks,
to avoid huge social costs and cooperation issues.

• A task T or a subtask ti is shared among a set of users that
have an average node connectivity degree (see Definition
2) above a certain threshold.

• An internal task is assigned within a community.
• An external task can either be assigned to a member

or members of one community or to members of dif-
ferent communities depending on the current computing
capabilities and the node connectivity degree of the users
involved.

Definition 2: The social cost c between two nodes i, j is
computed by their similarity if they are directly connected or
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by the sum of similarities of the ”path” that links the two
nodes. If there is no linking at all, then the cost is infinitely
large. That is:

ci,j =



1

wi,j
, i and j are directly connected

ℓ2∑
wj→j

i and j are indirectly connected

∞, i and j are not connected

(1)

where
∑

wj→j indicates the sum of the weights of all the
links leading from i to j and ℓ is the number of these
links. Apparently, as the similarities of the links are larger,
the corresponding social costs are smaller. Also, the direct
connections are clearly preferable in terms of cost. In this
regard, the average social cost c between a node i and a set
of K cooperative users Lm is given by

ci,Lm
=

K∑
K′=1

ci,K′

K
(2)

Definition 3: The user suitability is a measure that computes
how suitable is a node to implement part of the task submitted
by a user ⊓. The suitability of a user depends on its similarity
with ⊓ and its computing capabilities:

S⊓
i = wi,⊓ ×

[
α

(
CPi

CP⊓

)
+ β

(
Mi

M⊓

)
+ γ

(
Di

D⊓

)]
(3)

where:
• CP is the computing power of a device expressed in

Millions of Instructions Per Second (MIPS)
• M is the amount of a device’s available RAM memory
• D is the amount of a device’s available bandwidth
Equation 4 computes the ration of the computing capabil-

ities (CPU, RAM, disk) of a user’s device compared to the
device of user ⊓ that submitted the task. The parameters α, β,
and γ are used to weigh the suitability value in case the
task submitted is source-intensive (CPU-intensive, memory-
intensive or bandwidth-intensive). If this is not the case, the
three parameters can be equal. The computing capability is
multiplied by the similarity value between i and ⊓, which
guarantees better quality of service.

Definition 4: The notion of fairness refers to the decision on
how to allocate the resources in such a way that the resource
contributors execute the tasks according to their processing
capacity [42].

With the definitions given, the problem we try to solve can
by defined as follows:

Definition 5: Given:
1) A task T submitted by a user ⊓, which is broken into a

set N of cooperative tasks t1, . . . , tN , each requiring one
or more users to complete,

2) A set of communities C, to which ⊓ is connected either
directly or indirectly

3) The similarity values and the social cost between ⊓ and
the community users, which are stored in the monitor.

TABLE I
NOTATIONS USED IN THIS PAPER

Notation Description
G(V,E) A weighted, undirected graph
C A set of communities
V A set of graph nodes, each node is a user
E A set of graph edges, that represent user relationships
T A task that requires extra resources
tN Subtask of T
wi,j Weight of the link connecting two users i, j, denoting

the similarity between i and j
ui Community user
K A number of users collaborating to accomplish a task

or a subtask∑
wj→j The sum of weights of all the links leading from i to j

ℓ The number of links that connect users i, j indirectly
ci,j The social cost between two nodes i and j
⊓ The user that submits a task that requires extra resources
S⊓
i Suitability of user i to accomplish part of user’s ⊓ task

s The number of selected users after the application of the
first phase

4) The user suitability to accomplish a subtask or a number
of subtasks based on their computing capabilities and
their similarity to ⊓

we try to allocate the set of cooperative tasks among the
suitable users in a fair manner based on their computing ca-
pabilities so that the number of accomplished tasks increases
and the tasks are completed in a timely efficient manner.

Table 1 provides the notations used in this paper.

IV. OUR APPROACH ON RESOURCE ALLOCATION

Our approach is composed of two stages: the first stage applies
a selection policy to pick-up the appropriate candidates to
implement the task. The second stage is the fair resource
allocation policy among the selected candidates.

A. Candidate Selection

In the Social Internet of Things (SIoT) context , the com-
munities are formed by smart devices, which establish social
relationships autonomously via their users. Our fair resource
allocation scheme requires an efficient service discovery mech-
anism, which is input by a set of selected representative
objects or leaders ( [23], [34]). The representatives periodically
collect important data like the user similarities and the network
connectivity degrees based on the users’ social behavior, as
well as the computing capabilities of the various devices. This
information is fed into our community detection scheme [43],
which provides updated communities as well as similarities
between different communities. The later information is very
useful in cases where the request for resources has to be
forwarded outside the community. Our community detection
scheme implements pipeline-based parallel processing tech-
niques on a typical data structure like binary trees, which
have been enhanced with threads to accelerate processing. It
has been implemented over weighted networks with irregular
topologies and it is based on a stepwise path detection strategy,
where each step finds a link that increases the overall strength
of the path being detected. Its functionality has been verified
in a number of real world data sets like Facebook, Twitter,
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Algorithm 1: Candidate Selection
input : Users suitability S⊓

i and the updated
community data from [43] (similarities
between users wi,j )

output: The group of users G that will execute tasks
submitted by ⊓

1 begin
2 Set suitability threshold T ′

S⊓
i

3 // Update lists of suitable nodes
4 for all m′ ∈ [1, . . . ,m] such that ⊓ ∈ Cm do
5 Lm′ ← ∅
6 for all ui ∈ Cm′ do
7 compute S⊓

i from Eq. (3)
8 if S⊓

i ≥ T ′
S⊓
i

then
9 Lm′ ← Lm′ ∪ ui

10 end if
11 end for
12 end for
13 // Remove unrelated nodes from the lists
14 for m′ = 1 to m do
15 if ∃ i such that ci,j =∞ ∀ j then
16 Lm′ ← Lm′\{i}
17 end if
18 end for
19 // Compute the average social cost and sort
20 L← L1, . . . , Lm // List of lists
21 for m′ = 1 to m do
22 for all s ∈ Lm′

23 Compute the average social cost by Eq.(2)
24 end for
25 end for
26 Sort L by ascending average social costs
27 Generate final candidate G.

G =

{
L\{Lm′}, m′ = k, . . . ,m, non-exhausting
L, exhausting

Google+, Pokec, and LiveJournal. All the updated information
provided by our scheme is stored on the monitor, to be used
upon a new task submission. We advocate the use of our
scheme because of its logarithmic running time (based on
threaded binary tree structures).After the submission of a task
T from user ⊓, the candidate selection is implemented as
shown in Alg. 1.

As shown in Algorithm 1, we initially set a suitability
threshold value (line 2) and then for each community defined
by the community detection scheme we initialize the list of
all the possible candidate users (line 5). Then, we use Eq.(3)
to compute each users suitability and if the value computed
is above the threshold we add the user to the candidate list
Lm′ (line 9). Then, we need to remove the list nodes, which
are completely unrelated, as they are considered unsuitable to
cooperate in order to complete a task. This can be examined
by checking if, for a node i, its communication cost with every
other node j within the community is∞ (line 15). Such nodes

are removed from the candidate list Lm′ of each community
m′ (line 16). All the lists Lm′ are merged into L (line 20),
which contains all the candidates from all the neighbors. Then,
for each list Lm′ that has remained after the update, we
compute the average social costs by Eq. (2) (line 23). Then, we
sort list L, in ascending order of the average social costs of the
sublists (communities) Lm, which were previously computed.
In the end, the final candidate list G can be generated by
adding the communities found in L: if the users found in the
first k communities are enough to complete all the submitted
subtasks (non-exhaustive approach), then these communities
are selected. Otherwise, all the communities in L may be
needed. This usually occurs when there are many internal tasks
which need to be assigned to a specific community or a few
communities only.

The computational cost for the list update (lines 4-12) is
O(mui). In lines 13-18. we remove the nodes which are
completely unrelated from the lists. The complexity is O(ms),
where s is the number of nodes per community, as defined
in the list update phase. Similarly, the average social cost
computation is also O(ms). Finally, the list sorting is O(m).
Therefore, the total complexity of Algorithm 1 can be easily
obtained to be at most O(mui), which is linear on the number
of community users.

Algorithm 1 guarantees that the candidate nodes will co-
operate to complete the tasks assigned to each community.
Moreover, all the assigned selected candidates have a bounded
social cost (not infinite), since they are all related to the
submitter. In the example of Fig.2, the submitting node u14

indirectly connects all the nodes in communities C1 to C3.
In the next paragraph, we discuss the issue of assigning the
subtasks equally among the candidate nodes.

B. Fair Task Allocation Policy

We let s = u′
i represent the overall number of selected users

found in the selection stage. Particularly, throughout this work,
we use the index value of 1 for the submitting node and indices
2 to s+1 for the selected users. Also, we assume that we divide
the total time in small time slots, where a time slot is the time
it takes for a user to complete a portion of its assigned work.
The state of our network with s + 1 elements is given by a
vector N = (N1, N2, . . . Ns+1), where Ni is the number of
subtasks being assigned to a user and N is the overall number
of tasks, that is

∑s+1
i=2 Ni = N . In this regard, our system can

be modeled as a Markov system model. A Markov proposes
model is irreducible, that is, at any time, each state can be
reached from any other state with non-zero probability [44].
Therefore, the equilibrium state probability distribution can be
derived as follows:

P (N) = F (N) P (N, 0, . . . , 0), (4)

where and P (N, 0, . . . , 0) is the probability that all the tasks
are located in the submitting user x1 and the normalization
function F (N), is computed by [44]:

F (N) =
∑

for all N

s+1∏
i=2

xNi
i (5)
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The xi’s of Eq. 5 are the users’ relative processing capacity
which are expressed as the ratio of user’s i suitability com-
pared to the suitability of the submitter to execute his own
tasks.

xi =
S⊓
i

S⊓
1

, (6)

1) Computing the User Utilization: An important aspect
of our proposed community cloud scheme is, at any time, to
keep the users with the highest relative capacity as utilized as
possible. In a Markov process model, the state of the system
is described, at any time, by the number of tasks distributed
among the system nodes. To compute the utilization of each
user, we must consider only the states where Ni > 0, that is,
the user is utilized. This is expressed by Gi(N):

Gi(N) =
∑

for all N,
Ni>0

s+1∏
i=2

xNi
i , (7)

The utilization p of each user i is then computed by dividing
Gi(N) by F (N), where F (N) includes also the states where
user i can be completely unutilized:

pi =
Gi(N)

F (N)
. (8)

The F (N) function can be efficiently computed by using the
recursive function [44]:

F (N) = Fi−1(N)+xiFi(N−1), for all N, i = 2, . . . , s+1
(9)

To compute the Gi(N) values for all users i, we need to
subtract from F (N) all the terms for which Ni = 0, that
is, all the combinations of task distributions for which user i
is assigned no tasks:

Gi(N) = F (N)−
∑

for all N,
Ni=0

s+1∏
i=2

xNi
i (10)

For a user i, the products for which Ni = 0 are in the form
(here, we use index j for the remaining users other than i):

x0
i

s+1∏
j=2

x
Nj

j (11)

Thus, Eq. 10 becomes:

Gi(N) = F (N)−
[
x0
i

(
x0
2x

0
3 · · ·xN

s+1

)
+ x0

i

(
x0
2x

0
3 · · ·x1

s xN−1
s+1

)
+ x0

i

(
x0
2x

0
3 · · ·x1

s−1 x0
s xN−1

s+1

)
+ x0

i

(
x1
2x

0
3 · · ·x0

s xN−1
s+1

)
+

...

+ x0
i

(
xN
2 x0

3 · · ·x0
s+1

) ]
(12)

Proposition 1: During a task allocation problem, the users
are utilized according to their relative processing capacity.

Proof: Consider two users i1 and i2 with xi1 > xi2 (xi1

and xi2 will appear in boldface during the proof, to separate
them from the remaining relative processing capacities). The
utilizations pi1 and pi2 are given by Eq.8. We will show that
pi1 > pi2 . From Eq. 12, for xi1 we have:

Gi1(N) = F (N)− x0
i1

s+1∏
j=2

x
Nj

j = F (N) (13)

−
[
x0
i1

(
x0
i2x

0
3 · · ·xN

s+1

)
+ x0

i1

(
x0
i2x

0
3 · · ·x1

s xN−1
s+1

)
+ x0

i1

(
x0
i2x

0
3 · · ·x1

s−1 x0
s xN−1

s+1

)
+ x0

i1

(
x1
i2x

0
3 · · ·x0

s xN−1
s+1

)
+

...

+ x0
i1

(
xN
i2x

0
3 · · ·x0

s+1

) ]
(14)

To obtain Gi2(N), we simply have to mutually exchange
the positions for factors xi1 and xi2 in Eq. 13:

Gi2(N) = F (N)−
s+1∏
j=2

x
Nj

j = F (N)−
[
x0
i2

(
x0
i1x

0
3 · · ·xN

s+1

)
+ x0

i2

(
x0
i1x

0
3 · · ·x1

s xN−1
s+1

)
+ x0

i2

(
x0
i1x

0
3 · · ·x1

s−1 x0
s xN−1

s+1

)
+ x0

i2

(
x1
i1x

0
3 · · ·x0

s xN−1
s+1

)
+

...

+ x0
i2

(
xN
i1x

0
3 · · ·x0

s+1

) ]
(15)

Let us consider separately the products subtracted from
F (N) for to produce Gi1 and Gi2 . From Eq. 13 and Eq. 14,
the first products subtracted from F (N) are

x0
i1

(
x0
i2x

0
3 · · ·xN

s+1

)
and x0

i2

(
x0
i1x

0
3 · · ·xN

s+1

)

for Gi1 and Gi2 respectively. Then, the products

x0
i1

(
x0
i2x

0
3 · · ·x1

s xN−1
s+1

)
and x0

i2

(
x0
i1x

0
3 · · ·x1

s xN−1
s+1

)

are subtracted. One can easily notice that as long as the
exponents of xi1 and xi2 are zero, the products subtracted
are equal. However, let us consider the portions of

∏s+1
j=2 x

Nj

j

for which the the exponents of xi1 and xi2 are non-zero. These
factors are

x0
i1

(
x1
i2x

0
3 · · ·x0

s xN−1
s+1

)
and x0

i2

(
x1
i1x

0
3 · · ·x0

s xN−1
s+1

)
(16)

...

x0
i1

(
xN
i2x

0
3 · · ·x0

s+1

)
and x0

i2

(
xN
i1x

0
3 · · ·x0

s+1

)
(17)
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Comparing the pairs, we can easily see that (because xi1 >
xi2 ).

x0
i1

(
x1
i2x

0
3 · · ·x0

s xN−1
s+1

)
< x0

i2

(
x1
i1x

0
3 · · ·x0

s xN−1
s+1

)
... <

...

x0
i1

(
xN
i2x

0
3 · · ·x0

s+1

)
< x0

i2

(
xN
i1x

0
3 · · ·x0

s+1

)
Thus, the sum of the factors subtracted from F (N) is larger

for user i2 (the one with the smaller relative capacity xi2 .
Thus, Gi2 < Gi1 ⇒

Gi2

F (N) <
Gi1

F (N) or pi1 > pi2 . Thus,
the users are utilized according to their relative processing
capacity. ■

Proposition 2: The utilization computation has linear
complexity

Proof: This derives simply from the way the terms involved in
Eq. 8 are computed. See Eq. 9. The F (N) terms are computed
by a linear recursive function. The Gi(N) factors are the
F (N) factors subtracted by the factors produced in cases when
Ni = 0, so they are also linear. This completes the proof. ■

2) Fair Task Allocation: To embed fairness in the Markov
process model, we need to distribute the workload of N
tasks in such a manner that each user takes on the workload
proportionally to its processing capacity and (ii) the variance
of all the user utilizations approaches zero for a set of
homogeneous, in terms of processing power, users. The steps
of the fair task allocation strategy are as follows:

STEP 1: For each user we compute r, the sum of all the
relative processing capacities:

r =

s∑
i=2

xi (18)

STEP 2: The load distribution factor, f , can simply be
computed as the fraction of N and r:

f =
N

r
, (19)

STEP 3: The workload per user is computed as

Wi = f × xi, i = 2, . . . , s (20)

Clearly, the three steps described distribute the tasks propor-
tionally to the xi values. The complexity of the fair allocation
scheme is clearly linear, depending on the number of members
that form G. We introduce the δ(t), which computes the total
variance between the average utilization and the utilization of
each user:

δ(p) =

∑s
i=2

[
δ(p)− pi

]2
s

(21)

where s is the number selected community users from the first
stage and δ(p) is the average utilization given by:

δ(p) =

s∑
i=2

pi

s
(22)

We use Proposition 2 to prove the fairness of our scheme in
terms of the users’ utilization.

Proposition 2: The variance among all the utilizations
approaches zero for a homogeneous, in terms of processing
power, set of users.

Proof: The proposition applies in case all the selected users
have equal processing capacities, where the variance is zero.
Let is consider the variance of the utilizations between two
users i1 and i2. From Equations 16 and 17, it is clear that the
utilization difference among the system users is clearly driven
by their xN

i values:

pi1 − pi2 =
(x1

i2
−x1

i1
)(x0

3···x
0
s xN−1

s+1 )+···+(xN
i2

−xN
i1

)(x0
3···x

0
s+1)

F (N)
(23)

Obviously, the difference between the two utilizations is
dictated by the fraction xi1

xi1
. When this fraction approaches

1, the numerator in Eq. 22 reduces, regardless of the number
of tasks. Also, two different pairs of users, say (i1, i2) and
(i3, i4) for which xi1

xi1
=

xi3

xi4
will produce the same term in

the computation of δ(p). Thus, for infinitely large number of
executed tasks, the difference δ(p) − pi can be considered
to be bounded by a relatively small value ∆ over a set of
homogeneous, in terms of processing capacity, users. ■

From Proposition 2, it is made clear that the proposed model
does not exhaust the selected users, in the sense that they are
loaded according to their processing capacity. For an almost
homogeneous network of selected users, the contributors are
almost equally loaded. Queues appear when a set of users is,
to a large extent, more computationally powerful compared to
others, thus their utilization increases thus causing queues of
waiting tasks. In this regard, our model produces quite short
task queues. Regularly, the tasks remain in the queues just for
the time required until they are executed. This will be shown
in the simulation results.

C. Combining Parts to Create a Big Picture of our Approach

In this paragraph, we briefly show how to combine the ideas
presented in the previous paragraph, to create a big picture of
our scheme. We use Algorithm 2 for this purpose.

We initially apply Algorithm 1, in order to allocate the users
which have the capacity and are sufficiently trusted by user
⊓ to share their resources. Then, the processing capacity of
each user is computed. According to the Markovian model we
have described, each user’s utilization must be proportional to
his/her computing capacity. These utilization values are com-
puted, verified and used to test for possible over-utilizations.
These computations indicate that, under the current community
structure, relationships and processing capacities, each user
will be utilized by a certain percentage, which is based on
his/her processing capacity. In case some of these values
approach or equal 1, there is a clear indication that one user
(or many users) may be overloaded. Then, the stepwise task
allocation procedure that follows should be aware of this fact
and remove a portion of this extra load from the overloaded
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Algorithm 2: Overall View of the Proposed Model

1 begin
2 Apply Algorithm 1 to find the group of users G which

are suitable execute tasks submitted by ⊓
3 For G, compute the relative processing capacity of all

its users, using Eq. 6
4 Compute each users utilization according to Eq. 8.

Make sure that no over-utilization occurs and verify
that all the users are utilized based on their
processing capacity.

5 In case very large value is found (close or equal to 1,
which denotes possible over-utilization), some of the
load must be distributed to another user during the
load distribution step (Step 6 that follows).

6 Distribute the overall number of tasks proportionally to
the selected users, by applying Eq. 17- Eq 19 in a
stepwise fashion (Steps 1-3 of the fair task allocation
strategy).

7 end

user/users. In this scenario, this extra load may be shared
equally among the other users. Also, the community detection
scheme should be able to detect overlaps. Then, such a re-
assignment can be found more easily.

V. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we provide experimental results to test and
validate the performance of our model. The objective of these
experiments is to test the efficiency of our solution in terms
of throughput, response time and source (CPU, memory, disk)
utilization. For this reason, we have conducted our experiments
using CloudSim environment. The machines are equipped with
an Intel Core i7-8559U Processor system, with clock speed
at 2.7GHz, four cores and two threads/core, for a total of 8
logical processors and 16 GB RAM. The basic components
of Cloudsim, which enable the simulation of realistic cloud
environments are (see [45]): (1) Datacenter: It is used to model
the core services at the system level of a cloud infrastructure.
It consists of a set of hosts which manage a set of virtual
machines whose tasks are to handle ”low level” processing,
and at least one data center must be created to start the
simulation, (2) Host: It is used to assign processing capabilities
(which is specified in the milion of instruction per second
that the processor could perform), memory and a scheduling
policy to allocate different processing cores to multiple VMs,
(3) Virtual machines: This component manages the allocation
of different virtual machines different hosts, (4) Datacenter
broker: The broker identifies which service provider is suitable
for the user based on the information it has from the Cloud
Information Service, (5) Cloudlet: It represents the application
service whose complexity is modeled in CloudSim in terms of
the computational requirements, and (6) CloudCoordinator: It
manages the communication between other CloudCoordinator
services and brokers.

For the cloud, we create a datacenter with 6 physical
machines each of which is assigned with a number of VMs

TABLE II
SOCIAL NETWORKS AND THEIR FEATURES

Network Network size Number of Selected Nodes
ego-Facebook 4.39 170
Wiki-vote 7.115 405
musae Facebook 22.470 620
feather-deezer 28.291 780
musae twitch 34.118 955

varying from 5 to 50. Every VM is equipped with a CPU
with a capacity of MIPS, RAM capacity of 16 GB and hard
disk storage of 512 GB. We used real datasets of an existing
application, the typical word count. Each tasks process a part
of a large file and seeks for all the words starting from a
selected letter. Once the task is complete, the proper data are
given back to the cloud. Our experimental assumptions are the
following: (1) We assumed an incremental scenario, where we
start from 20 tasks and we gradually increment the number
of tasks to 200. In this way, we prove that our scheme can
improve the performance for different task numbers, (2) We
assign a predefined probability to each user to complete a
task. In cases when a user fails to complete a series of tasks,
we perform rescheduling and the tasks are assigned to one
or more users. Community overlaps are important to locate
more candidates for this purpose. This assumption is made
to have fair comparison to the compatible schemes, (3) The
user’s utilization approach 1 only in cases when their capacity
is significantly higher compared to other users in G. Typically,
our model prevents such cases.

For the community formulations, we we used 5 relatively
small real-world datasets, namely ego-Facebook, wiki-vote,
musae facebook, feather-deezer, and musae twitch. The data
we used is available online at [46]. The network sizes vary
from 4.000 - 38.000 nodes which are enough for serving our
purposes. Table 2 shows the network size and the number of
user that were selected from the first stage of our scheme from
the aforementioned networks.

To evaluate our work, we compare various performance
metrics like the allocation rate, the throughput, and the ex-
ecution time against two very recent state-of-the-art works,
namely [17] and [28]. In [17], the authors develop a trust
model that uses objective and subjective sources of trust to
optimize the credibility of the trust scores. Based on these
trust relationships, the hypervisor can learn about the optimal
detection load percentage that should be allocated to each of its
guest VMs in real time. In [28], the authors propose a service
computing framework for time constrained-task allocation
systems. This framework relies on a recruitment algorithm that
implements a multi-objective task allocation algorithm based
on Particle Swarm Optimization and a queuing scheme that
efficiently handles the incoming tasks. Also, a task delegation
mechanism is used to avoid delays. The selection of users is
based on a reputation management component, which manages
the reputation of users based on their sensing activities.
There are three reasons behind the choice of the comparable
schemes: (1) The are novel, state of the art schemes, (2) They
develop trust models as well as task allocation/load distribution
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schemes, and (3) They provide straightforward comparisons to
performance metrics we also consider.

A. Allocation Rate and Response Times
The task allocation paradigm which is examined involves a
task queue within the service discovery and matching mecha-
nism which implements all the scheduling. In this paragraph,
we discuss the allocation rate. This metric represents the
percentage of tasks being effectively allocated to workers
and completed successfully. We compare our scheme against
the PSO-MOA (Particlie Swarm Optimization-Based Multi-
Objective Task Allocation Algorithm) and the trust-based
schemes.

The task allocation rate increases by long queues which
can incur because of the following reasons: (1) unavailability
of users to implement the tasks, and (2) rescheduling due to
system changes (for example, some users disconnect from the
network while other users are connected). In our experiments,
the contributing users were used exhaustively only when they
crushingly overpower others in terms of processing capacity.
This results in long task queues for those users. However, when
the network of contributing users is composed of somehow
homogeneous (although not similar) processing elements, their
utilization variance is small, there is no over-utilization and the
queue lengths are short. Moreover, in case re-scheduling is
necessary, the computations involved in the Markovian model
of Section 4.2 take only linear time. On the average, the PSO-
MOA and the trust-based models generated longer queues,
thus our model has higher allocation rate as can be seen in
Fig. 3. During our simulations, we forced a re-scheduling
when the number of tasks exceeded 110 (see the vertical line)
to indicate the fact that our task allocation rate plot remains
smooth while the other two schemes incur certain reduction
in its task allocation rate before improving it later.

Also, we study the average time the machines need to
respond to the tasks being distributed to them. The response
time is taken by the average of all the differences between
the time a task is assigned and the time it starts execution.
As a result of obtaining shorter queues and higher allocation
rates, our model reduces the average response time compared
its competitors, as shown in Fig. 4.

B. Total Execution Time
In this section, we compare the total execution time between

the Markovian model, the PSO-MOA scheme and the trust-
based scheme. The trust-based model uses a fair allocation
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model that simply divides the load equally among the ma-
chines, thus reducing the total time spent on computing an
optimal distribution, but it needs time to collect and compute
the trust scores. On the other hand, the PSO-MOA scheme
is based on a priority queue system, which queues the tasks
until a potential user is found to execute it. This priority is
defined by the response time. In this regard, the PSO-MOA
scheme selects the task that needs to be served first according
to the remaining response time. As its response time was found
larger (see Fig. 4) the PSO-MOA had the largest execution
time among the the compared schemes. Our work executes the
tasks proportionally to the processing capacities of the selected
machines and, in this regard, it manages to outperform the
compared schemes in terms of execution time (see Fig.5).

C. Utilization

In the final set of experiments, we study the effectiveness
of the Markovian model in terms of the resources being used.
We compare the CPU, memory and bandwidth consumption
to the results found in the trust-based scheme. The trust-
based scheme relies on a defensive hypervisor policy that
aims at optimizing the resource allocation strategy by de-
tecting possibly malicious requests. However, the completely
fair policy it uses, where the loads are equally distributed
results in exhausting some of the resources, especially the
resources of the “weaker” machines. Another disadvantage
of this policy is that, as the number of tasks (and thus the
number of user machines) increases, such detection are not
always possible or they are time-consuming. In this regard, the
performance decreases (more and more resources are utilized)
as the number of machines increases, as can be seen in Figures
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6 to 8. Indeed, for small number of tasks this policy appeared
to have better results compared to the Markovian based model.
On the other hand, our proposed scheme does not over-utilize
any resources (see Proposition 2) regardless of the number of
tasks and the load distribution computations are linear (see Eq.
9). As can be seen from Figures 6 to 8, the utilization curves
for our strategy appear to be rather smooth as the number of
tasks keep on increasing. Also, recall in our examples that
we considered that our tasks are mostly CPU and memory-
intensive. This explains the fact that the average CPU and
memory utilizations were larger compared to the bandwidth
utilization.

VI. CONCLUSIONS - FUTURE WORK

This paper presented a framework for task allocation in
social community clouds. It consists of the candidate selection

phase and the task allocation algorithm. The user selection
policy uses a community detection strategy to locate the
suitable users which will implement the tasks. The task
allocation scheme was implemented using the Markov-based
model, which can be used to fairly assign the tasks among
the users based on their processing capacity. The users are
utilized based on their capacity. Our scheme was compared to
two other schemes: the trust-based scheme and the PSO-MOA
scheme. The results have shown that our scheme improves the
task allocation rate by about 20-30%, because of the shorter
queues it produces and thus lower response times. Also, our
strategy decreases the total execution time by about 40%
compared to the trust-bases scheme. This improvement is even
higher when compared to the PSO-MOA scheme, when the
number of VMs increases. Finally, our scheme was found to
use the system resources more efficiently without exhausting
them, as the number of assigned tasks keeps on increasing.
In the future, we will investigate the use of open network
models in implementing community clouds. Also, we will try
to embody the Markov based model as a benchmark to assess
the results of a community detection scheme. Finally, we need
to investigate signed networks and relative relationships and
add them to the candidate selection process. Basing resource
allocations only on positive relationships is adequate, but it
does not tell the whole story. There are many different types of
relationships (e.g. family, friends, colleagues, simple followers
and so on). These relationships can include negative feelings
and judgments among users, without necessarily affecting
the trust between them. Moreover, there can be different
trust levels corresponding to different types relationships (for
example an opposed family member can still be trusted while
an opposed follower cannot).
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