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#### Abstract

The max-cut problem is a fundamental combinatorial optimisation problem, with many applications. Poljak and Turzik found some facet-defining inequalities for the associated polytope, which we call 2 -circulant inequalities. We present a more general family of facet-defining inequalities, an exact separation algorithm that runs in polynomial time, and some computational results.
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## 1. Introduction

In the max-cut problem (MCP), we are given a (simple, loopless) undirected graph, along with a (rational) weight for each edge. The task is to partition the vertex set into two subsets, called "shores", in a way that maximises the sum of the weights of the edges that cross from one shore to the other.

The MCP is a much-studied problem in combinatorial optimisation, with a wide range of applications (see, e.g., $[3,11,16])$. Unfortunately, it is also strongly $\mathcal{N} \mathcal{P}_{-}$ hard [13]. At present, even the best exact algorithms can solve only instances with up to 120 nodes or so (e.g., [5, 21, 23])

The convex hull of feasible solutions to the MCP is called the cut polytope [4]. This polytope has been studied in depth, and many families of strong valid linear inequalities are known for it (e.g., [4, 6, 10, 17, 18, 22]). For some of those families, efficient separation algorithms are known (e.g., $[4,5,14,15,17,19,20])$.

A 2 -circulant is a graph with vertex set $\{1, \ldots, p\}$, where $p \geq 5$, and edges $\{i, i+1\}$ and $\{i, i+2\}$ for $i=1, \ldots, p$, where indices are taken modulo $p$. See Figure 1 for an example. Poljak \& Turzik [22] showed
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Figure 1: A 2-circulant with $p=7$.
that any 2 -circulant with $p \equiv 1 \bmod 4$ yields a facetdefining inequality for the cut polytope. We will follow [15] in calling these inequalities 2-circulant (2C) inequalities. Separation algorithms for them are given in $[15,19,20]$.

In this paper, we derive a more general family of facet-defining inequalities, which we call generalised 2 -circulant (G2C) inequalities. We then show how to extend the separation algorithm in [15], in order to separate exactly over a family of valid inequalities that includes all G2C inequalities. We also present some computational results.

The paper has a simple structure. The literature is reviewed in Section 2. The new inequalities are presented in Section 3. The separation algorithm is described in Section 4, and the computational results are in Section 5.

Throughout the paper, we assume that the reader is familiar with the polyhedral approach to combinatorial
optimisation (see, e.g., [8]). We also use the following notation and terminology. We let $K_{n}=\left(V_{n}, E_{n}\right)$ denote the complete graph on $n$ nodes, where $V_{n}=\{1, \ldots, n\}$. Given a set $S \subseteq V$, the set of edges having exactly one end-node in $S$ is called a cut and denoted by $\delta(S)$. A set $C \subset E_{n}$ is called a cycle if it induces a connected subgraph in which all nodes have even degree. A cycle is called a circuit if all nodes in the subgraph have degree 2. Given two sets $S, T \subseteq V_{n}$, the set $(S \cup T) \backslash(S \cap T)$ is called the symmetric difference of $S$ and $T$, and is denoted by $S \Delta T$. Given a vector $x \in[0,1]^{E_{n}}$ and an edge $e=\{i, j\} \in E_{n}$, we sometimes write $x_{i j}$ or $x(i, j)$ instead of $x_{e}$. Finally, we assume $n \geq 5$ throughout the paper, to avoid trivial or "degenerate" cases.

## 2. Literature Review

We now briefly review the relevant literature. We refer the reader to $[11,16]$ for comprehensive surveys on the MCP.

### 2.1. The cut polytope

For a given $n$ and a given edge-weight vector $w \in$ $\mathbb{Q}^{E_{n}}$, the MCP can be formulated as follows:

$$
\begin{array}{rcl}
\max & \sum_{1 \leq i<j \leq n} w_{i j} x_{i j} & \\
\mathrm{s.t.} & x_{i j}+x_{i k}+x_{j k} \leq 2 & (1 \leq i<j<k \leq n) \\
& x_{i j}-x_{i k}-x_{j k} \leq 0 & \left(\{i, j\} \in E_{n} ; k \in V_{n} \backslash\{i,(\hat{\jmath})\right.  \tag{4}\\
& x_{e} \in\{0,1\} & \left(e \in E_{n}\right) .
\end{array}
$$

Here, $x_{e}$ takes the value 1 if and only if edge $e$ lies in the cut. The inequalities (1) and (2) are called triangle inequalities.

The convex hull of feasible $x$ vectors is called the cut polytope and is denoted by $\mathrm{CUT}_{n}$. In [4], the triangle inequalities are shown to define facets of $\mathrm{CUT}_{n}$, along with several other inequalities, such as the odd bicycle wheel (OBW) inequalities. Since then, many more families have been discovered (see Part V of [11]). Here, we focus on the 2-circulant inequalities [22], which take the form

$$
\sum_{e \in F} x_{e} \leq 3(p-1) / 2,
$$

where the edge set $F \subset E_{n}$ induces a 2-circulant in $K_{n}$, with $p \equiv 1 \bmod 4$.

We will also need the following result from [4]: given any circuit $C \subset E_{n}$, and any $D \subseteq C$ with $|D|$ odd, the cocircuit inequality

$$
\sum_{e \in D} x_{e}-\sum_{e \in C \backslash D} x_{e} \leq|D|-1
$$

is implied by the triangle inequalities.

### 2.2. Switching and collapsing

It is shown in [4] that, if the inequality $\lambda^{T} x \leq \gamma$ is valid (or facet-defining) for $\mathrm{CUT}_{n}$, then the 'switched' inequality

$$
\sum_{e \in E_{n} \backslash \delta(S)} \lambda_{e} x_{e}-\sum_{e \in \delta(S)} \lambda_{e} x_{e} \leq \gamma-\sum_{e \in \delta(S)} \lambda_{e}
$$

is also valid (or facet-defining), for any $S \subset V_{n}$. This operation is called switching [11]. One can check the following facts: (i) switching on $S$ is equivalent to switching on $V \backslash S$, (ii) switching on $S$ and then switching on $T$ is equivalent to switching on $S \Delta T$, (iii) if we take a triangle inequality of the form (1) and switch on node $k$, then we obtain a triangle inequality of the form (2).

We will also need the following fact from [9]. Let $\alpha^{T} x \leq \beta$ be valid for $\mathrm{CUT}_{n}$, and let $\{i, j\}$ be an edge in $E_{n}$. We can obtain a valid inequality for $\mathrm{CUT}_{n-1}$ as follows. The edge $\{i, j\}$ is contracted, by identifying $j$ with $i$. For any $k \in\{1, \ldots, n\} \backslash\{i, j\}$, the coefficient of $x_{i k}$ in the new inequality is set to $\alpha_{i k}+\alpha_{j k}$. The coefficients for the edges that were not incident on $i$ and $j$ remain unchanged. This operation is called collapsing.

### 2.3. Separation

Separation algorithms for the cut polytope can be found in, e.g., [5, 11, 14, 15, 19, 20]. Poljak \& Turzik [22] conjectured that separation for the 2C inequalities is $\mathcal{N P}$-hard. As far as we know, this conjecture remains open. On the other hand, polynomial-time separation algorithms are known for various families of valid inequalities that include the 2 C inequalities.

Letchford [19] showed that every switched OBW or 2 C inequality is implied by triangle inequalities and a simple disjunction of the form $\left(x_{e}=0\right) \vee\left(x_{e}=1\right)$. Let us call inequalities that can be derived in this way simple disjunctive cuts (SDCs). Using results in [2], one can separate over all SDCs by solving $\binom{n}{2}$ linear programs (LPs), each with $O\left(n^{3}\right)$ variables and $O\left(n^{2}\right)$ constraints.

A faster separation algorithm was provided by Letchford \& Sørensen [20]. They defined a family of " $\left\{0, \frac{1}{2}\right\}$ cuts" for the cut polytope (see [7]), and showed that it includes the switched OBW and 2C inequalities. They then showed how to separate over the $\left\{0, \frac{1}{2}\right\}$-cuts in $O\left(n^{5}\right)$ time.
An alternative $O\left(n^{5}\right)$ separation algorithm was given in Kaparis \& Letchford [15]. It separates over not only the switched 2C inequalities, but all inequalities that can be obtained from them via the collapsing operation.

## 3. More Facets from 2-Circulants

In this section, we derive and analyse the G2C inequalities. In Subsection 3.1, the inequalities are derived and the effect of switching is analysed. In Subsection 3.2, the G2C inequalities are shown to be intermediate in generality between the switched 2C inequalities and the SDCs. Then, in Subsection 3.3, the G2C inequalities are shown to define facets of $\mathrm{CUT}_{n}$.

### 3.1. Derivation and the effect of switching

Before presenting our new inequalities, we will need the following two lemmas.

Lemma 1. Given any ordered triple $(i, j, k)$ of distinct vertices in $V_{n}$, the "weakened triangle" inequalities

$$
\begin{align*}
x_{i j}+x_{j k}+2 x_{i k} & \leq 3  \tag{3}\\
x_{i j}-x_{j k}-2 x_{i k} & \leq 0  \tag{4}\\
-x_{i j}+x_{j k}-2 x_{i k} & \leq 0  \tag{5}\\
-x_{i j}-x_{j k}+2 x_{i k} & \leq 1 \tag{6}
\end{align*}
$$

are valid for $C U T_{n}$.
Proof. The first inequality is the sum of the triangle inequality (1) and the trivial upper bound $x_{i k} \leq 1$. The other three inequalities can be obtained from the first by switching on $k, i$ and $j$, respectively.

Lemma 2. Let $C \subset E_{n}$ be a circuit, and let $D$ be an arbitrary subset of $C$. If $x$ is the incidence vector of a cut, then the quantity

$$
\sum_{e \in C \backslash D} x_{e}-\sum_{e \in D} x_{e}
$$

is an even integer.
Proof. This follows trivially from the fact that every cut intersects every circuit an even number of times.

The following theorem introduces the new inequalities.

Theorem 1. Let $p$ be an odd integer with $5 \leq p \leq n$. Let $v_{1}, \ldots, v_{p}$ be distinct vertices in $V_{n}$. Define the set $S=\{1, \ldots, p\}$, and let $S^{+}$be an arbitrary (possibly empty) subset of $S$. Let $S^{-}$denote $S \backslash S^{+}$, and define the sets

$$
\begin{aligned}
S^{++} & =\left\{i \in S^{+}: i+1 \in S^{+}\right\}, \\
S^{+-} & =\left\{i \in S^{+}: i+1 \in S^{-}\right\}, \\
S^{-+} & =\left\{i \in S^{-}: i+1 \in S^{+}\right\}, \\
S^{--} & =\left\{i \in S^{-}: i+1 \in S^{-}\right\},
\end{aligned}
$$

where indices are taken modulo p. If $3\left|S^{++}\right|+\left|S^{--}\right| \equiv$ $3 \bmod 4$, then the "generalised 2-circulant" $(G 2 C)$ inequality

$$
\begin{array}{r}
\sum_{i \in S^{+}} x\left(v_{i}, v_{i+1}\right)-\sum_{i \in S^{-}} x\left(v_{i}, v_{i+1}\right)+\sum_{i \in S^{++} \cup S^{--}} x\left(v_{i}, v_{i+2}\right) \\
-\sum_{i \in S^{+-} \cup S^{-+}} x\left(v_{i}, v_{i+2}\right) \leq\left(3\left|S^{++}\right|+\left|S^{--}\right|-3\right) / 2 \tag{7}
\end{array}
$$

is valid for $C U T_{n}$ (indices taken modulo $p$ ).
Proof. We assume w.l.o.g. that $v_{i}=i$ for $i=1, \ldots, p$, and we let $L$ denote the left-hand side of (7). By Lemma 1 , the following inequalities are valid:

$$
\begin{array}{rr}
x(i, i+1)+x(i+1, i+2)+2 x(i, i+2) \leq 3 & \left(i \in S^{++}\right) \\
x(i, i+1)-x(i+1, i+2)-2 x(i, i+2) \leq 0 & \left(i \in S^{+-}\right) \\
-x(i, i+1)+x(i+1, i+2)-2 x(i, i+2) \leq 0 & \left(i \in S^{-+}\right) \\
-x(i, i+1)-x(i+1, i+2)+2 x(i, i+2) \leq 1 & \left(i \in S^{--}\right) .
\end{array}
$$

Summing these inequalities, we obtain:

$$
2 L \leq 3\left|S^{++}\right|+\left|S^{--}\right|
$$

Dividing by two and rounding down the right-hand side, we obtain:

$$
\begin{equation*}
L \leq\left\lfloor\frac{3\left|S^{++}\right|+\left|S^{--}\right|}{2}\right\rfloor \tag{8}
\end{equation*}
$$

Now, observe that $L$ can be written as the sum of two components:
(a) $\sum_{i \in S^{+}} x(i, i+1)-\sum_{i \in S^{-}} x(i, i+1) ;$
(b) $\sum_{i \in S^{++} \cup S^{--}} x(i, i+2)-\sum_{i \in S^{+-} U S^{-+}} x(i, i+2)$.

By Lemma 2, each of these two components must be an even integer. Thus, if the right-hand side of (8) is odd, we can subtract one while maintaining validity.

Figure 2 gives a graphical representation of a G2C inequality with $p=7, S=\{1, \ldots, 7\}$ and $S^{+}=\{1,2,3,5\}$. Solid and dotted lines indicate edges whose variables have a coefficient of 1 and -1 , respectively. Note that, for this example, $S^{-}=\{4,6,7\}, S^{++}=\{1,2\}$ and $S^{--}=\{6\}$. Thus, $3\left|S^{++}\right|+\left|S^{--}\right|=6+1=7$. Thus, the right-hand side is $(7-3) / 2=2$.

The following proposition will turn out to be useful in the following two subsections.
Proposition 1. Consider a fixed G2C inequality of the form (7), and let $k$ be any element of $S$. Switching the G2C inequality on $\left\{v_{k}\right\}$ is equivalent to changing $S^{+}$to $S^{+} \Delta\{k, k-1\}$ (and adjusting $S^{-}, S^{++}$and so on accordingly).


Figure 2: G2C inequality with $S=\{1, \ldots, 7\}$ and $S^{+}=\{1,2,3,5\}$.


Figure 3: "Simple" G2C inequality with $p=7$.

Proof. One can check that a 2 C inequality is nothing but a G2C inequality with $p \equiv 1 \bmod 4$ and $S^{+}=S$. (Indeed, in this case, we have $S^{++}=S$ and $S^{+-}=$ $S^{-+}=S^{--}=\emptyset$, and the right-hand side of (7) reduces to $3(p-1) / 2$.) Now, switching a 2 C inequality on some set $T \subseteq\left\{v_{1}, \ldots, v_{p}\right\}$ is equivalent to switching on each node in $T$ consecutively, in any order. Proposition 1 then implies that any S2C inequality is a G2C inequality.
To complete the proof, consider a G2C inequality with $p \equiv 1 \bmod 4$. Suppose $\left|S^{-}\right| \geq 2$, and recall from Lemma 3 that $\left|S^{-}\right|$is even. Let $v_{k}, v_{\ell}$ be two elements of $S^{-}$, with $k<\ell$. If we switch the inequality on the set $\left\{v_{k+1}, \ldots, v_{\ell}\right\}$, the effect is that $v_{k}$ and $v_{\ell}$ move from $S^{-}$ to $S^{+}$. This operation can be repeated until $S^{+}=S$, at which point we have a 2 C inequality.

Before presenting our next result, we will need the following definition:

Definition 1. A G2C inequality will be called "simple" if $S=\{1, \ldots, p\}, p \equiv 3 \bmod 4$ and $S^{+}=\emptyset$.

One can check that a simple G2C inequality takes the form:

$$
\begin{equation*}
-\sum_{i=1}^{p} x(i, i+1)+\sum_{i=1}^{p} x(i, i+2) \leq(p-3) / 2 . \tag{9}
\end{equation*}
$$

See Figure 3 for a representation of a simple G2C inequality with $p=7$. One can check that every G2C inequality with $p \equiv 3 \bmod 4$ is either simple, or can be obtained from a simple inequality by switching.
We can now present our next result.

## Proposition 3. Every G2C inequality is an SDC.

Proof. Since the result was already shown for switched 2C inequalities in [19], it suffices to show it for the G2C inequalities with $p \equiv 3 \bmod 4$. By relabelling
the nodes, if necessary, we can assume that $v_{k}=k$ for $k=1, \ldots, p$. Now, the set of triangle inequalities (1), (2) is closed under switching, which implies that the set of SDCs is closed under switching as well. Accordingly, we can assume that our G2C inequality is simple.

To complete the proof, we show that the simple G2C inequalities (9) are implied by the triangle inequalities together with the simple disjunction

$$
\left(x_{1 p}=0\right) \vee\left(x_{1 p}=1\right) .
$$

To this end, we consider two cases.
Case 1: $x_{1 p}=0$. In this case, we obtain the inequality (7) by summing together (a) the triangle inequalities

$$
\begin{equation*}
-x(i, i+1)-x(i+1, i+2)+x(i, i+2) \leq 0 \tag{10}
\end{equation*}
$$

for $i \in\{2,4, \ldots, p-1\} \cup\{p\}$; (b) the co-circuit inequality
$\sum_{i=1}^{(p-5) / 2} x(2 i+1,2 i+3)+x(1,3)+x(p-2, p)-x(1, p) \leq(p-3) / 2 ;$
and (c) the inequality $2 x_{1 p} \leq 0$.
Case 2: $x_{1 p}=1$. In this case, we obtain the inequality (7) by summing together (a) the triangle inequalities (10) for $i=1,3, \ldots, p-2$; (b) the triangle inequalities $x_{1 p}+x_{12}+x_{2 p} \leq 2$ and $x(1, p)+x(1, p-1)+x(p-1, p) \leq 2$; (c) the co-circuit inequality

$$
\sum_{i=1}^{(p-3) / 2} x(2 i, 2 i+2)+x(1,2)-x(1, p)-x(p-1, p) \leq(p-3) / 2
$$

and (d) the inequality $-4 x_{1 p} \leq-4$.
We remark that one of the inequalities mentioned in [1], which defines a facet of $\mathrm{CUT}_{7}$, can be derived as a G2C inequality with $p=7$. (That inequality is called a parachute inequality in [11].) In other words, the G2C inequalities with $p=7$ are not completely new. On the other hand, the G2C inequalities with $p=11,15, \ldots$ did not appear before in the literature.

To end this subsection, we use the collapsing operation to define some more families of inequalities. Let us say that an inequality is an extended 2 -circulant (E2C) inequality if it is either a 2 C inequality, or can be obtained from one via collapsing. We define extended switched 2-circulant (ES2C) and extended generalised 2-circulant (EG2C) inequalities analogously. One can check that EG2C inequalities can be written in the form (7), the only change being that the vertices $v_{1}, \ldots, v_{p}$ are no longer required to be distinct.


Figure 4: Hierarchy of inequalities.

Figure 4 shows the resultant hierarchy of inequalities. An arrow from one class to another indicates that the former is a subset of the latter. (One can easily show that all inclusions are strict. We omit details for brevity.) This hierarchy will prove useful in the next section.

### 3.3. Facet proof

In this subsection, we will show that every G2C inequality defines a facet. We will need the following standard lemma.

Lemma 4. [4, Lemma 2.5] Let $a^{T} x \leq b$ be a valid inequality for $C U T_{n}$, and let $i, j$ be distinct nodes in $K_{n}$. If there is $W \subset V_{n} \backslash\{i, j\}$ such that the incidence vectors of $\delta(W), \delta(W \cup\{i\}), \delta(W \cup\{j\})$ and $\delta(W \cup\{i, j\})$ satisfy $a^{T} x=b$, then $a_{i j}=0$.

Theorem 2. Every G2C inequality defines a facet of $C U T_{n}$.

Proof. If $p \equiv 1 \bmod 4$, then the G2C inequality is a switched 2 C inequality, which is known to define a facet. So suppose that $p \equiv 3 \bmod 4$. By relabelling the nodes, if necessary, we can assume that $v_{k}=k$ for $k=1, \ldots, p$. Also, since the property of being facetdefining is preserved under switching, we can assume that $S^{+}=\emptyset$. In other words, we can suppose that the G2C inequality is simple. Let us call edges of the form $\{i, i+1\}$ and $\{i, i+2\}$ 'outer' and 'inner', respectively.

We follow the proof strategy of [22, Theorem 4.1]. We say that a set $R \subset S$ is a 'root' if the incidence vector of the cut $\delta(R)$ satisfies the simple G2C inequality at equality. That is, $R$ is a root if and only if the number of inner edges in $\delta(R)$ exceeds that of its outer edges by $(p-3) / 2$. We also let $[m]$ stand for $\{1,2, \ldots, m\}$.

Assume an arbitrary but fixed inequality (9) and let $F$ denote the face of $\mathrm{CUT}_{n}$ it defines, i.e., the convex hull
of the incidence vectors of all it roots. As $\mathrm{CUT}_{n}$ is fulldimensional, $F$ cannot coincide with $\mathrm{CUT}_{n}$. Consider the following roots that show also the non-emptiness of $F$ :

- $R_{1}=\bigcup_{k \in\left[\frac{p-7}{4}\right]}\{4 k+1,4 k+2\} \cup\{1, p-1, p\}$,
- $S_{1}=\bigcup_{k \in\left[\frac{p-3}{4}\right]}\{4 k-1,4 k\} \cup\{1, p\}$, and
- $T=\bigcup_{k \in\left[\frac{p-3}{4}\right]}\{4 k, 4 k+1\} \cup\{1\}$.

Simple counting shows that $\delta\left(R_{1}\right)$ contains $\frac{p-3}{2}$ outer and $p-3$ inner edges, while both $\delta\left(S_{1}\right)$ and $\delta(T)$ contain $\frac{p+1}{2}$ outer and $p-1$ inner edges. In fact, each of $\delta\left(S_{1}\right)$ and $\delta(T)$ contains all inner edges of the circulant except for $\{1,3\}$ and $\{2, p\}$, respectively. Let us also observe that:

- $R_{1}$ contains $\{1,2\}$ and $\{1,3\}$ but not $\{1, p\}$ and $\{1, p-1\} ;$
- $S_{1}$ contains $\{1,2\}$ and $\{1, p-1\}$ but not $\{1,3\}$ and $\{1, p\}$;
- and $T$ contains all four edges incident to node 1.

Note also that switching node 1 to the opposite side of the cut in any of these three roots (i.e., deleting 1 from $R_{1}$ or $S_{1}$ or $T$ ) yields another root of (9) that we call the " $\{1\}$-switch" of the starting root. For example, deleting 1 from $R_{1}$ results in the following changes to the cut: (a) the outer edge $\{1,2\}$ is removed, (b) the outer edge $\{1, p\}$ is added, (c) the inner edge $\{1,3\}$ is removed, and (d) the inner edge $\{1, p-1\}$ is added. Thus, the total number of inner and outer edges in $\delta\left(R_{1} \backslash\{1\}\right)$ remains as in $\delta\left(R_{1}\right)$.

Let $x^{1}$ and $\hat{x}^{1}$ denote the incidence vectors of $R_{1}$ and its $\{1\}$-switch, $y^{1}$ and $\hat{y}^{1}$ the vectors of $S_{1}$ and its $\{1\}$ switch, and $z^{1}$ and $\hat{z}^{1}$ the vectors of $T$ and its $\{1\}$-switch. For $i \in S$, one can define the roots $R_{i}$ and $S_{i}$ by 'shifting' by $i$ positions the nodes in $R_{1}$ and $T_{1}$, thus obtaining also the corresponding $\{i\}$-switches and the vectors $x^{i}, \hat{x}^{i}, y^{i}$ and $\hat{y}^{i}$.

To show that $F$ is a facet of $\mathrm{CUT}_{n}$, we prove that any equality $a^{T} x=b$ satisfied by all roots in $F$ has $a_{e}=$ $\alpha$ for any inner $e, a_{e}=-\alpha$ for any outer $e$, and $a_{e}=$ 0 for any other edge. That is, we show that any such inequality is a scalar multiple of (9).

As both $x^{i}$ and $\hat{x}^{i}$ satisfy $a^{T} x=b$, we have $a^{T} x^{i}=$ $a^{T} \hat{x}^{i}$. Thus,

$$
a_{i(i+1)}+a_{i(i+2)}=a_{i(i-1)}+a_{i(i-2)}
$$

Similarly, we have $a^{T} y^{i}=a^{T} \hat{y}^{i}$, which yields

$$
a_{i(i+1)}+a_{i(i-2)}=a_{i(i-1)}+a_{i(i+2)}
$$

Adding the two shows that $a_{i(i+1)}=a_{i(i-1)}$ and, therefore, $a_{i(i+2)}=a_{i(i-2)}$. This implies (by the rotational symmetry of the circulant) that $a_{e}=\alpha$ for any inner $e$ and $a_{e}=\beta$ for any outer $e$. Moreover, $a^{T} z^{1}=a^{T} \hat{z}^{1}$, which yields

$$
a_{12}+a_{13}+a_{1 p}+a_{1(p-1)}=0
$$

Combined with the above, this shows that $\beta=-\alpha$.
It remains to show that $a_{e}=0$ for any other edge $e=\{i, j\}$, using Lemma 4. If neither of $i$ and $j$ belongs to $S$, any subset of $S$ that is a root can play the role of $W$ in Lemma 4. If only $i$ belongs to $S$, one can set $W$ to $R_{i} \backslash\{i\}$. Finally, if both $i$ and $j$ belong to $S$, we can assume without loss of generality that $i=1$. This in turn implies that $j \in\{4,5, \ldots, p-3, p-2\}$, given that $\{i, j\}$ is not an edge of the circulant. If $j$ is congruent to 0 or $3 \bmod 4$, then $j$ is not in $R_{1}$, and therefore we can set $W$ to $R_{1} \backslash\{1\}$; otherwise, $j$ is not in $S_{1}$, and we can set $W$ to $S_{1} \backslash\{1\}$.

## 4. The New Separation Algorithm

When considering separation, it helps to refer once again to Figure 4. Recall that the algorithms in [19] and [20] separate over the $\left\{0, \frac{1}{2}\right\}$-cuts and the SDCs, respectively. One can also check that the separation algorithm in [15] separates over the ES2C inequalities.

We now present an $O\left(n^{5}\right)$ separation algorithm for the EG2C inequalities. The algorithm is based on the following definition and lemma.

Definition 2. Given any ordered triple ( $i, j, k$ ) of nodes in $V_{n}$, define

$$
\begin{aligned}
\Delta^{++}(i, j, k) & =3-x_{i j}-x_{j k}-2 x_{i k} \\
\Delta^{+-}(i, j, k) & =-x_{i j}+x_{j k}+2 x_{i k} \\
\Delta^{-+}(i, j, k) & =-x_{i j}+x_{j k}+2 x_{i k} \\
\Delta^{--}(i, j, k) & =1+x_{i j}-x_{j k}-2 x_{i k}
\end{aligned}
$$

Note that these quantities are the slacks of the inequalities (3)-(6).

Lemma 5. The G2C inequalities (7) can be written as

$$
\begin{aligned}
& \sum_{i \in S^{++}} \Delta^{++}\left(v_{i}, v_{i+1}, v_{i+2}\right)+\sum_{i \in S^{+-}} \Delta^{+-}\left(v_{i}, v_{i+1}, v_{i+2}\right)+ \\
& \sum_{i \in S^{-+}} \Delta^{-+}\left(v_{i}, v_{i+1}, v_{i+2}\right)+\sum_{i \in S^{--}} \Delta^{--}\left(v_{i}, v_{i+1}, v_{i+2}\right) \geq 3
\end{aligned}
$$

where indices are again taken $\bmod p$.
Proof. Multiply the inequality (7) by minus two, add $3\left|S^{++}\right|+\left|S^{--}\right|$to both sides, and re-arrange the left-hand side.

We remark that the EG2C inequalities can also be written as in the above lemma, the only change being that the vertices $v_{1}, \ldots, v_{p}$ are no longer required to be distinct.

Now, assume that we have been given a point $x^{*} \in$ $[0,1]^{E_{n}}$ that we wish to separate. We construct an auxiliary graph, called $\tilde{G}$, as follows. For each ordered pair $(i, j)$ of nodes in $V$, we insert two nodes into $\tilde{G}$, labelled " $(i, j)^{+"}$ and " $(i, j)^{-}$". For each ordered triple $(i, j, k)$ of nodes in $V$, we include edges in $\tilde{G}$ as follows:

- an edge between node $(i, j)^{+}$and node $(j, k)^{+}$, with "weight" of $\Delta^{++}(i, j, k)$ (evaluated at $\left.x^{*}\right)$ and a "charge" of 3 ;
- an edge between node $(i, j)^{+}$and node $(j, k)^{-}$, with weight $\Delta^{+-}(i, j, k)$ and charge 0 ;
- an edge between node $(i, j)^{-}$and node $(j, k)^{+}$, with weight $\Delta^{-+}(i, j, k)$ and charge 0 ;
- an edge between node $(i, j)^{-}$and node $(j, k)^{-}$, with weight $\Delta^{--}(i, j, k)$ and charge 1 .

It then follows from Lemma 5 that, if $x^{*}$ violates a G2C inequality, there is a circuit in $\tilde{G}$ that (a) has total weight less than 3 , and (b) has a total "charge" congruent to 3 $\bmod 4$. It can also be shown, using the remark following Lemma 5, that $x^{*}$ violates an EG2C inequality if and only if there is such a circuit in $\tilde{G}$.

To detect whether such a circuit exists, we use an idea from [4, 15]. We construct another graph, called $G^{+}$, which is four times larger than $\tilde{G}$. For each pair $(i, j)$, and for $c=0, \ldots, 3$, we have a node labelled " $(i, j)_{c}^{+}$" and a node labelled " $(i, j)_{c}^{-}$". The index $c$ represents the cumulative "charge", and is taken modulo 4. For each triple $(i, j, k)$, and for $c=0, \ldots, 3$, we have an edge between $(i, j)_{c}^{+}$and $(j, k)_{c+3}^{+}$with weight $\Delta^{++}(i, j, k)$, an edge between $(i, j)_{c}^{+}$to $(j, k)_{c}^{-}$with weight $\Delta^{++}(i, j, k)$, and so on.

We can now solve the separation problem by solving $O\left(n^{2}\right)$ shortest-path problems in $G^{+}$. Specifically, for each pair $(i, j)$, we find the minimum-weight path from $(i, j)_{0}^{+}$to $(i, j)_{3}^{+}$, and the minimum-weight path from $(i, j)_{0}^{-}$to $(i, j)_{3}^{-}$. If the path has a total weight less than 3 , we have found a violated inequality.

Note that $D^{+}$has $O\left(n^{2}\right)$ nodes and $O\left(n^{3}\right)$ arcs, and it can be constructed in $O\left(n^{3}\right)$ time. Moreover, under the assumption that our fractional point $x^{*}$ satisfies all of the weakened triangle inequalities, each arc in $A^{+}$will have non-negative weight. Thus, we can use Dijkstra's algorithm to solve the shortest-path problems. Using the Fibonacci heap variant of Dijkstra's algorithm [12],
one can solve each shortest-path problem in $O\left(n^{3}\right)$ time. This leads to a total running time of $O\left(n^{5}\right)$.

A running time of $O\left(n^{5}\right)$ is still rather high. The algorithm can be made faster by exploiting the sparsity of $x^{*}$. Define the edge set $F=\left\{e \in E: 0<x_{e}^{*}<1\right\}$. (The " F " stands for "fractional".) Proposition 3 implies that, if $x^{*}$ satisfies all triangle inequalities, then an EG2C inequality cannot be violated unless $\left(v_{i}, v_{i+1}\right) \in F$ for $i=1, \ldots, p$.

To exploit this fact, we assume that $x^{*}$ satisfies all triangle inequalities. We then only include the nodes $(i, j)_{c}^{+}$and $(i, j)_{c}^{-}$in $G^{+}$if $x_{i j}^{*}$ is fractional. This reduces the number of nodes and edges in $G^{+}$to $O(|F|)$ and $O(n|F|)$, respectively. Each shortest-path computation then takes only $O(n|F|)$ time, and the number of shortest-path calls reduces to $O(|F|)$. The total time reduces to $O\left(n|F|^{2}\right)$.

Although the running time of $O\left(n|F|^{2}\right)$ is still rather high, note that the algorithm can generate several violated inequalities in a single call.
We remark that our auxiliary graph $G^{+}$has half as many nodes and edges as the one in [15], despite the fact that it separates over a larger family of inequalities.

## 5. Computational Results

To explore the potential of EG2C inequalities, we modified the cutting-plane algorithm described in [15], and ran it on the same instances. The test set is composed of two sets of fully dense instances, called "MC_A" and "MC_B". For the instances in MC_A, each edge weight is a random integer uniformly selected from $\{1, \ldots, 10\}$. For the instances in MC_B, each edge weight is set to either +1 or -1 , with equal probability. Each set contains ten instances for each value of $n$ in $\{35,45,55\}$.

The code was written in C and calls on the callable library of CPLEX (v.12.8). We use primal simplex to solve the initial LP and dual simplex to re-optimise after adding cutting planes. The experiments were run on an Intel i5 processor at $3.40 \mathrm{GHz} \times 4$, under Ubuntu 18.04 , with 8GB of RAM.

We considered three versions of the cutting-plane algorithm. In version (a), we separate triangle inequalities alone. In version (b), we separate over the ES2C inequalities, using the algorithm in [15], when triangle separation fails. In version (c), we separate over the (more general) EG2C inequalities, using the algorithm in this paper, when triangle separation fails.
For each instance and each version of the cuttingplane algorithm, we stored the total computing time and the upper bound obtained. We also calculated the gap

|  | $\|V\|$ | (a) | (b) | (c) |
| ---: | :---: | :---: | ---: | ---: |
|  | 35 | 0.72 | 1120 | 119 |
| MC_A | 45 | 0.97 | 3760 | 449 |
|  | 55 | 2.34 | 10383 | 1320 |
|  | 35 | 0.34 | 425 | 94 |
| MC_B | 45 | 1.34 | 4965 | 1501 |
|  | 55 | 5.05 | 24076 | 6161 |

Table 1: Average running times (in seconds) for three versions of the cutting-plane algorithm.

|  | $\|V\|$ | (a) | (b) | (c) |
| :---: | :---: | :---: | :---: | :---: |
|  | 35 | 15.37 | 3.83 | 3.83 |
| MC_A | 45 | 17.83 | 5.63 | 5.63 |
|  | 55 | 21.33 | 7.35 | 7.35 |
|  | 35 | 33.90 | 0.00 | 0.00 |
| MC_B | 45 | 55.74 | 0.37 | 0.37 |
|  | 55 | 78.89 | 3.89 | 3.89 |

Table 2: Average percentage integrality gaps for three versions of the cutting-plane algorithm.
between each upper bound and the optimum, expressed as a percentage of the optimum.

Table 1 shows the average computing times, in seconds. Each row corresponds to a batch of ten instances. It is apparent that the cutting-plane algorithm converges much more quickly when our separation algorithm is used rather than the one in [15], despite the fact that our separation algorithm separates over a more general family of inequalities than the one in [15]. Table 2 shows the average percentage gaps for the same instances. We observe that the ES2C and EG2C inequalities close an impressive proportion of the integrality gap, especially for the MC_B instances. Remarkably though, the numbers in the last two columns are identical. In fact, versions (b) and (c) of the cutting-plane algorithm produced identical upper bounds for every one of our 60 instances. In an attempt to understand this phenomenon better, we inspected the primal and dual LP solutions obtained when the cutting-plane algorithm terminates. Recall that an inequality with zero slack is called binding. It turned out that, regardless of whether version (b) or (c) was used, the majority of the binding inequalities were ES2C inequalities with $p=5$ (which is the smallest value that $p$ can take). There were some other binding ES2C and EG2C inequalities, but they all had zero dual price.

Another strange phenomenon is that, for almost all
instances, the number of binding EG2Cs when version (c) was used was significantly smaller than the number of binding ES2Cs when version (b) was used. We suspect that this odd behaviour is due to the fact that all of our instances were fully dense.

An interesting topic for future work is the integration of EG2C inequalities (perhaps together with other known inequalities) in a branch-and-cut framework. Another interesting topic is to determine whether any other arrows should be added to Figure 4. In particular, can EG2C inequalities be derived as $\left\{0, \frac{1}{2}\right\}$-cuts, and can $\left\{0, \frac{1}{2}\right\}$-cuts be derived as SDCs?
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