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Abstract. Augmented Reality (AR) is a novel technology utilized for merging 

real and virtual elements, enhancing the physical world. Developing AR 

applications in Robotics has been of interest in recent years. The current paper 

proposes a shared workspace for learning using Augmented Reality. The 

objective is to implement this approach using robots, not to execute collaborative 

robotic tasks but to establish a collaborative learning environment among 

students and social robots. We use an Augmented Reality application to 

superimpose virtual objects to the users’ real world, aiming to achieve joint 

attention at a common point of interest among humans and social robots. The 

social robot perceives what occurs in the augmented environment and interacts 

(e.g., sharing information, making comments and gestures, giving constructive 

feedback to the users, etc.), intending to support humans to achieve the learning 

goals of the activities. The virtual objects are approached through AR with the 

aims and scopes of educational material in a  learning process. The environment 

that this paper describes will be the testbed for exploring and further researching 

the proposed approach; handling virtual objects as educational material and 

aiming to joint attention at a common point of interest among humans and robots 

in this Augmented Reality shared world. In future studies, research and analysis 

of the characteristics and effectiveness of this approach will be conducted. 
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1 Introduction 

Developing AR applications in Robotics has been of interest in recent years. Up to date, 

designing a shared workspace where humans and robots interact and collaborate in 

Augmented Reality [1, 2] has included mobile robots, robotic arms, and aerial robots 

[3]. The focus has been on; performing collaborative tasks [4], robot programming [5, 

6], manipulation of virtual and/or real objects [7], visualization of the robot’s path [8], 

motion planning and teleoperation [9]. 



Among other technologies, Augmented Reality has been a widely discussed 

technology in Industry 4.0 [10]. Augmented Reality can be a valuable and effective 

approach for human-robot collaboration and interaction, providing visual cues through 

virtual AR elements [4]. Especially for industrial robots, augmented reality technology 

allows visualization of the robots’ motion plan, virtual obstacles, target position and 

other information that can support Human-Robot Interaction (HRI) [11, 12]. 

The objective of developing a shared environment with robots is to achieve a high 

quality human-robot interaction [1]. According to Galin and Meshcheryakov [13], 

humans and robots collaborating in a shared workspace is a stimulating characteristic 

of Industry 4.0. 

The aim of this study is to draw a parallel with the Industry sector and implement 

collaborative augmented reality systems in teaching and learning. To be more specific, 

the physical manipulation using industrial robots, such as robotic arms will be replaced 

by cognitive manipulation of the virtual objects with the participation of social robots 

in a shared workspace, where joint attention activities occur. The role of Augmented 

Reality will be to enrich the information acquisition of the user’s real environment [14]. 

At the same time, the robot can act as a tutor [15], a companion in the learning process 

[16], or an educational tool [17]. 

2 Related Work 

2.1 Augmented Reality and Human-Robot Interaction in Shared Workspaces 

Human-robot communication enhanced with augmented reality in a shared workspace 

has already attracted the researchers’ interest. In Gao and his colleagues’ research [18], 

visual and spatial information of real objects were fused in a shared workspace through 

augmented reality technology [18]. Qiu and his fellow researchers [2] proposed a shared 

augmented reality workspace that establishes active communication between the users 

and the robots. In their designed AR system, the robot perceives and manipulates the 

virtual elements, while actively interacting and inferring the utility of the human agent 

[2]. In the experiment, the physical robot proactively assisted participants to perform a 

given task successfully in the context of the augmented reality shared environment [2]. 

Augmented Reality has the potential to show the robots’ sensory data, resulting to 

better understanding the robot’s perspective of the world around it [1]. Bolano and his 

colleagues [19] developed a system utilizing augmented reality to project useful 

information in the shared workspace, such as the robot’s motion intend. Their system 

was evaluated in various settings. Results indicate that the visualization of information 

and the display of plan changes achieves a more dynamic and efficient human – robot 

interaction [19]. 

An augmented reality-based collaborative workspace was proposed by Materna and 

fellow researchers [20], using methods such as persona and scenario. In their prototype, 

users are able to program the robot and perform collaborative tasks effectively. The 

interaction occurs through an interface projected onto the table [20]. The interface 

includes various elements to visualize the state of the robot and the task [20]. 



Effective and substantial human–robot interaction requires bi-directional 

communication. Chandan and his colleagues [21] introduced a novel Augmented 

Reality system, called ARROCH, to facilitate collaboration between robots and a 

human. To be more specific, robots’ planned behaviors and state were visualized 

through Augmented Reality technology for the user to comprehend the robots’ 

intentions. On the other end, robots received feedback from the user, as well [21]. The 

results from the experiments indicated that humans perform better using the AR system 

rather than following an approach that does not include augmented reality technology 

and its potentials [21]. 

The interaction among humans and robots has been studied not only in the context 

of industrial robots, such as robotic arms or mobile robots, but also in the field of Social 

Robotics. Augmented Reality can be utilized to enrich and better study the interaction 

[22] and support human–robot collaboration [23]. In their study, Bock and his 

colleagues [24], presented an approach to enable the humanoid robot NAO to play a 

board game against a human opponent. An AR marker was utilized to help localize the 

robot and increase the accuracy of the robot behavior [24]. The humanoid NAO robot 

was also used in Lahemer and Rad’s study [14]. The researchers implemented AR 

technology and vision-based probabilistic landmark-based SLAM for the robot’s indoor 

navigation. The proposed system recognized the location of NAO markers using NAO’s 

camera and displayed the location information to the user’s environment through 

augmented reality technology [14]. Results showed that adaptive augmented ellipsoidal 

SLAM can improve robot localization and mapping [14]. 

2.2 Socially Assistive Robots and Augmented Reality in Education 

Socially Assistive Robots (SARs), such as the NAO robot, have been widely used in 

Education, being able to improve the educational experience of the students 

[25].Socially Assistive Robots in educational settings aim to supplement the efforts of 

educators through engaging children in personalized educational activities [26]. 

Socially Assistive Robots can be utilized so as to assist teachers in the educational 

settings, promoting social interaction and improving the quality of education [27]. 

In addition to social robots’ positive outcomes in the field of Education, Augmented 

Reality technology shows potential in making learning processes more interesting and 

motivating for students [28]. According to Chang and his colleagues [29], integrating 

robots into Mixed Reality environments improves students’ authentic learning 

experiences. 

In the present study, taking into account the literature, we discovered a gap 

regarding the use of Socially Assistive Robots in an Augmented Reality shared 

workspace for learning. Our objective is to achieve joint attention at a common point 

of interest among humans and social robots, such as the NAO robot. Joint attention (JA) 

is deemed as an important mechanism of social cognition, where “two persons can 

jointly attend to an object by one person following another person’s gaze toward a given 

object or possibly a third person” [30]. Responsive joint attention mechanisms evoke 

higher perceived feelings of social presence of the robot in the context of mutual 

problem-solving tasks [31]. Both the social NAO robot [32] and Augmented Reality 

technology [33] have been used to assist students in joint attention activities. Thus, 



studying the integration of augmented reality and social robots in an educational 

environment seems to be a promising solution for students’ learning, interacting and 

sharing perception with social robots [16]. 

3 System Design 

Based on the review of the literature, we recognized that augmented reality technology 

is a useful solution for human-robot interaction in an environment where both users and 

robots share their perception of the world and the events that occur in it. We propose 

the implementation of an augmented reality system in which a social robot interacts 

with humans not to execute collaborative robotic tasks, but to facilitate collaborative 

learning and support the educational process, focusing on the cognitive exploitation of 

the augmented elements. 

The use of augmented reality technology appears to be a solution for human-robot 

interaction in collaborative workspaces. To achieve that, software and game engines, 

such as Unity 3D have been utilized for the development of AR applications for 

smartphone platforms [4]. In our proposed system, an AR application was developed 

using both Unity 3D and Vuforia software. The designed AR application runs on 

Android devices. 

For the superimposition of the additional virtual objects, the marker-based AR 

approach was used. Each AR marker represented a different planet. Robots also use 

markers and landmarks to detect and recognize objects easier [34]. In an Augmented 

Reality system, markers can be used to render a visualization of an augmented 

workspace area [4], as well as for localization purposes [24]. 

In our system the humanoid robot NAO of Softbank Robotics was chosen. The 

human-like characteristics of socially assistive robots, such as the NAO robot, can 

enhance positive emotions in young students [35]. The NAO robot used in our study is 

in version 5.0 with installed software NAOqi, version 2.1.0.19. The robot can connect 

and communicate through Wi-Fi. 

NAO robot’s landmarks, called NAOmarks, were used along with the AR markers. 

They were placed in a table-like surface between the standing robot and the users. Both 

the robot and the students pointed their attention in the same direction where the 

markers were placed. The robot prompted students to scan the marker with the mobile 

device. When the marker was detected, NAO robot shared interesting information, 

made gestures and provided students feedback in relation to the cognitive objectives of 

the activities. At the same time, the students observed the animated three-dimensional 

models of the planets in the mobile device through the AR application, as shown in Fig. 

1. 

This is a work-in-progress. We are currently examining the connection of the NAO 

robot with the AR application. The NAO robot is programmed using Python. The robot 

acts as a server and receives coded actions from the AR application. The AR application 

communicates with the robot using its IP address and sends messages, correlating the 

events with the actions we wish NAO to execute in order to interact both with the virtual 

elements of the AR application and with the users. 



 

Fig. 1. Student interacting with the NAO robot, using Augmented Reality in a shared environment 

4 Discussion and Conclusions 

Robotics research has been prevalent in recent years due to technological advances, 

increased technological accessibility and reliability, as well as commercial availability 

[36]. Working with robots and understanding their intentions is crucial for human-robot 

collaboration, especially in the field of Industry [19]. Augmented Reality technology 

has been studied to supplement the real environment with virtual information and 

enhance communication between humans and robots [37]. Augmented and Virtual 

Reality provide users with immersive experiences, visualizing the procedures that occur 

during human–robot collaboration [38]. 

An important parameter that needs to be taken into consideration when designing 

an AR system for human – robot interaction (HRI) is the bi-directional communication, 

with both users and robots participating actively [2]. This is one of our goals while 

optimizing our proposed AR system. 

Advances  inAugmented, Virtual and Mixed Reality are laying the ground work for 

an alternative solution of mediating human-robot communication [39]. The virtual 

elements that appear in the real world through Augmented Reality can be used to 

improve the communication [22] and the interactions between users and robots [40]. 

Augmented Reality systems may include a robot that aims at manipulating and 

handling a variety of objects [4]. In our study, we propose the handling of the virtual 

objects in the AR environment in a cognitive manner, aiming at more engaging learning 

experiences for students. 

Previous studies regarding the utilization of Augmented Reality technology and 

social robots in educational settings is limited [16]. We are currently in the process of 

designing and setting all the needed parameters for our AR system for learning with a 

social robot. The robot has a socially assistive role, setting its attention in a common 

point of interest with the students. The social robot perceives what occurs in the 



augmented environment and acts accordingly. The environment that this paper 

describes will be the testbed for further researching the proposed approach; handling 

virtual objects as educational material and establishing joint attention in the context of 

an Augmented Reality shared world. In future studies, research and analysis of the 

characteristics and effectiveness of this approach will be conducted. 
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