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Abstract

Today, Over-the-Top video streaming is gaining a lot of popularity. In this respect, the Virtual Content Delivery Network
(CDN) is perceived as a key enabler to circumvent the technical challenges faced by Content Providers (CP) to deliver high-
quality content over the Internet. In this paper, we investigate how the two main actors of the video delivery chain, i.e., the CDN
operator and the Internet Service Provider (ISP), can benefit from network and server virtualization to negotiate Dynamic Service
Level Agreements that reduce CDN CAPEX and OPEX, while generating more revenue for the ISP. First, we present a dataset
used to simulate dynamic distributed traffic consumption. Second, we discuss the steps required to deploy and operate a virtual
CDN deployed on an ISP’s network. Furthermore, we present evaluation results of the proposed solution, based on simple models.
Lastly, we elaborate on operational parameters that are used to further optimize the solution.
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I. VIDEO DELIVERY: AN EVOLVING ECOSYSTEM

Over many years, the consumption of Video On Demand streaming services Over-the-Top has been in constant progression.
In particular, it has reached more that 55% of Internet Peak Traffic and is still increasing [1]. Shifts in the content distribution
have hence become necessary, leading the path to Content Delivery Networks and Over-the-Top approaches.

The Content distribution ecosystem that has emerged during the past decade is structured around a variety of actors along
a value chain, as presented in Figure 1. Some actors fulfill a technical role, such as ISP and CDN operators, whereas others
are more oriented toward business, such as CP.

This value chain governed the democratization of online videos but the current surge of Over-the-Top IP-based streaming
reshuffles the deck. Specifically, ISPs are left behind, letting the added value of content leaking through their pipes without
reaping the benefits, while CDN operators must build increasingly expensive networks targeting a worldwide audience. At the
same time, CP and Content Owner benefit from online videos market growth. In this this ecosystem, collaboration between
actors is key to tackle those challenges, with a specific focus on finding synergies.

ISPs are solicited by CP or CDN to install streaming appliances within their network to deliver content directly to their
end-users (e.g., Netflix Open Connect), reducing the number of hops as well as inter-Autonomous System (AS) traffic [2].
These solutions reduce both CDN and ISP costs and ease technical cooperation by enabling a joint control of the delivery [3].
However, collaboration is not fair, as the ISP does not benefit from the revenue generated by the CP. Finally, we witness a trend
where companies concentrate the different roles of the value chain in one entity [4]. Although this may facilitate end-to-end
operations, it can hinder innovation, raising the barrier for newcomers on the market. Based on these observations, we introduce
the concept of CDN as a Virtual Network Function (VNF) to foster a win-win collaboration between CP/CDNs and ISPs.

The article is organized as follows. We present the vCDN concept and its main use cases. We detail the main steps to deploy

and operate the the proposed solution. Finally, we conclude the whole article.
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Fig. 1: Actors playing a role in the content distribution value chain and financial transaction between them




Fig. 2: Overlay deployment of the vCDN service on top of an ISP network.
II. THE VIRTUAL CDN CONCEPT

Internet Service Providers, despite their relative decline in content delivery market still have a critical role. First of all, ISPs
are the only actors capable of controlling the network end-to-end. Second, they invested tremendously in connectivity and
system capacities at the edge, to support new service such as such as Telco CDN [5] or virtual Customer Premise Equipments.
Finally, with the industrialization of Network Function Virtualization (NFV) and Software Defined Networking (SDN), ISPs
have now the means to market “Connectivity as a service”, as promoted by several collaborative projects such at [6], making
the separation of Infrastructure Provider and Network Service Provider a reality [7]. As such, ISPs can bring to the Telco
world all the benefits that the Cloud brought to the IT world, i.e., reduced costs, scalability, and lower barriers to entry.

Using NFV is envisioned as an opportunity for enhancing multimedia delivery [8]. In our previous work, we went further
by proposing that the ISP can rely on NFV to sell vCDN it as-a-service to CDN operators and CP [9]. In Figure 2, the ISP
View shows two Network Function Virtualization Infrastructure Points of Presence (NFVI-POPs) A and B deployed inside
the ISP network. NFVI-POPs are datacenters that provide computing resources (CPU, RAM, storage) for Virtual Network
Functions (vNFs), in accordance with the “Network Function as a Service” (NFaaS) paradigm [10]. These NFVI-POPs are
located close to the edge of the network where end-users (d1 and d2) are present. In particular, NFVI-POPs can be connected
with physical links and switches possibly supporting Software Defined Networking (SDN) to facilitate network management.
On the other hand, the CDN view abstracts all the underlying ISP topology. The CDNs have only access to an overlay network
that connects the end-users and their vCDNs servers. As such, the underlying network is concealed from the CDNSs, preserving
the confidentiality of the ISP substrate topology and resources.

Four main use cases are foreseen to strongly motivate the usage of the vCDN approach:

Footprint extension in low density area. A CDN wants to expand its connectivity in an area where it is not economically
sustainable to set up a permanent peering.

Quality improvement for niche market. A CDN wants to deliver high-quality media (4K, 8K...) over HTTP, with the
requirement of a very small delay towards the streaming server.

Bandwidth burst. A CDN needs to temporarily increase its bandwidth in a geographical area to serve more end-users.
Virtual CDN operator. ISPs bears entirely the content delivery, Making possible experimentation with novel content
distribution paradigms through virtualization.

The variety of use cases indicates that the deployment and management of vCDNSs requires flexibility and careful design of
several key business and network aspects. In the following section, we elaborate on five steps envisioned for vCDN deployment
and operation.

III. VCDN STEPS OF DEPLOYMENT AND OPERATION

We exclusively focus on building the virtual infrastructure to deliver content, based on the already deployed ISP POPs. We
assume that the problem of selecting the content to be cached is solved, as it is part of the core business of the CDN. In the
following, we use the term “CDN” to refer to the actor that purchases the vCDN service, irrespective whether it is a CDN
operator (e.g., Akamai, Limelight) or a large CP (e.g., Netflix, Twitch).



